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Abstract—In recent years, constrained sparsity maximization problems received tremendous attention in the context of compressive sensing. Because the formulated constrained $L_0$ norm minimization problem is NP-hard, constrained $L_1$ norm minimization is usually used to compute approximate sparse solutions. In this paper, we introduce several alternative objective functions, such as weighted $L_1$ norm, Laplacian, hyperbolic secant, and Gaussian functions, as approximations of the $L_0$ norm. A one-layer recurrent neural network is applied to compute the optimal solutions to the reformulated constrained minimization problems subject to equality constraints. Simulation results in terms of time responses, phase diagrams, and tabular data are provided to demonstrate the superior performance of the proposed neurodynamic optimization approach to constrained sparsity maximization based on the problem reformulations.

I. INTRODUCTION

Many signals are compressible which can be well-approximated by signals that have only a few non-zero variables on a suitable basis [1][2]. Effect sparsity [3] of a compressible signal is a measurement of the few non-zero coefficients that actually affect its responses. Compressive sensing [4][5] is a method which employs these few large coefficients that preserve the structure of the signal; the signal is then reconstructed from the constraints using an optimization method. This, in some sense, overcomes the limit of Shannon’s sampling theorem omnipresent in electrical engineering: A signal has to be sampled at the Nyquist rate (i.e., proportional to its highest frequency) in order to be reconstructed perfectly. Various potential applications in engineering have been shown; e.g., [6][7][8].

Mathematically speaking, we would like to determine an object $x_0 \in \mathcal{R}^n$ from data $y = Ax_0$, where $A$ is an $m \times n$ matrix with fewer rows than columns; i.e., $m < n$. A system with fewer equations than unknowns usually has an infinite number of solutions. An important criterion is to find the most sparse one subject to constraints. Ideally, we want to solve the following combinatorial optimization problem:

$$\begin{align*}
\text{minimize} & \quad \|x\|_0, \\
\text{subject to} & \quad Ax = b,
\end{align*}$$

where $x \in \mathcal{R}^n$, $A \in \mathcal{R}^{m \times n}$, and $\|x\|_0$ is defined as the number of non-zero elements of $x$.

The constrained sparsity maximization problem (1) is NP complete, since its solution usually requires an intractable combinatorial search [9]. As a result, a convex relaxation of the problem is usually solved instead [4]:

$$\begin{align*}
\text{minimize} & \quad \|x\|_1, \\
\text{subject to} & \quad Ax = b,
\end{align*}$$

where $\|x\|_1 = \sum_{i=1}^n |x_i|$. It was shown that if $A$ has some restricted isometry property, the solutions to (1) and (2) are identical [11][12]. However, restricted isometry property may be too strong for practical basis design matrix $A$ to hold [26], and thus (2) may not be a good formulation to the original problem (1). Many attempts on improving $L_1$ norm minimization have been done, such as adding weights [20][21][22], solving iteratively [23][24], using $L_p$ norm $(p < 1)$ instead [25][26].

Since Tank and Hopfield’s pioneering work on a neural network approaches to linear programming [13], many results have been reported in neurodynamic optimization. For example, Zhang and Constantinides [14] proposed the Lagrangian network for solving nonlinear programming problems with equality constraints. Forti et al. [15] proposed a generalized neural network for solving non-smooth nonlinear programming problems based on the gradient method. Recently, several recurrent neural networks for solving linear and quadratic programming problems with discontinuous activation functions have been proposed [16][17][18][19]. In particular, in [18], a two-layer recurrent neural network is presented for solving non-smooth convex optimization subject to linear equality and bound constraints. A one-layer recurrent neural network for solving the same problem is presented in [19].

In this paper, we present a neurodynamic optimization approach to constrained sparsity maximization based on alternative objective functions, such as weighted $L_1$ norm, Laplacian, hyperbolic secant, and Gaussian functions. The experimental results herein show that neurodynamic optimization based on the alternative objective functions outperforms $L_1$ norm minimization. In particular, successive Gaussian maximization performs the best, which obtains solution of the highest sparsity with the highest parametric robustness.

II. PROBLEM REFORMULATION

In this section, four alternative objective functions are proposed as the approximations of the $L_0$ norm. Let
According to its definition, $L_0$ norm is equivalent to 
$$\sum_{i=1}^{n} \delta(x_i).$$

Weighted $L_1$ norm minimization adds weights to each element of decision variable $x$. Instead of minimizing $\|x\|_1$ in (2), the following function is minimized:
$$f_w(x) = \sum_{i=1}^{n} a^*_i |x_i|,$$  \hfill (4)

where $a^*_i = \max_j |a_{ij}|$. Note that multiplying any positive constant will never change the convexity of a function. By multiplying the maximum element of each column of the matrix $A$, the sensitivity of solution may increase, while the convexity of the optimal function is maintained. Previous experiments [4][5][9][10][11][12] have shown that under many levels of sparsity and undeterminedness, the solution to (2) may be far away from the ones to (1). A problem for the solution $\hat{x}$ to (2) is that some elements in $x$ with value of zero turn out to be non-zero elements to (1). Thus, multiplying bigger weights to these elements may increase the penalty to force them to be smaller.

To approximate $\delta(\cdot)$, we propose a group of inverted Laplacian functions, inverted hyperbolic secant functions, and inverted Gaussian functions:
$$f_l(x, \sigma_k) = -\sum_{i=1}^{n} \exp\left(-\frac{|x_i|}{\sigma_k}\right),$$  \hfill (5)

$$f_h(x, \sigma_k) = -2 \sum_{i=1}^{n} \left[\exp\left(\frac{x_i}{\sigma_k}\right) + \exp\left(-\frac{x_i}{\sigma_k}\right)\right]^{-1},$$  \hfill (6)

$$f_g(x, \sigma_k) = -\sum_{i=1}^{n} \exp\left(-\frac{x^2_{ik}}{\sigma_k^2}\right);$$  \hfill (7)

where $k = 0, 1, 2, \ldots$; and $\sigma_0 > \sigma_1 > \ldots > 0$ for (5)-(7).

The three functions are shown in Figure 1. The approximation accuracy to $L_0$ norm by the given functions $f_l(\cdot)$, $f_h(\cdot)$, and $f_g(\cdot)$ varies with different values of $\sigma_k$; the smaller $\sigma_k$ is, the closer these functions approach $\delta(\cdot)$, as shown in Figure 2 for the inverted Gaussian functions.

In this paper, the objective functions (4)-(7) are minimized successively. Hence the solutions will converge as inverted functions $f_l(\cdot)$, $f_h(\cdot)$, and $f_g(\cdot)$ narrow down and sequentially approach to the solutions to the $L_0$ norm.

Step 0: Set $k = 0$, $\sigma_0$ sufficiently large;

Step 1: Minimize (5), (6), or (7), subject to constraints;

Step 2: $\sigma_k = \Delta(\sigma_{k-1})$;

Step 3: If $\sigma_k < \sigma_{\text{min}}$, end; else $k = k + 1$, go to step 1.

Here $\Delta(\cdot)$ is a decreasing function, such as $\Delta(\sigma) = \sigma - \delta_\sigma$, or $\Delta(\sigma) = \sigma/M$, where $M$ is a positive number.

### III. Model Description

In this section, a one-layer recurrent neural network [19] is introduced for constrained sparsity maximization based on the alternative objective functions (4)-(7). The neural network is described by the following differential equation:
$$\epsilon \frac{dx}{dt} = -Px - (I - P)\partial f(x) + q,$$  \hfill (8)

where $x$ is the state vector, $\epsilon$ is a positive scaling constant, $I$ is the identity matrix, $P = A^T(AA^T)^{-1}A$, $q = A^T(AA^T)^{-1}b$, and $\partial f(x)$ is the differential of $f(x)$ (i.e., (4), (5), (6), or (7)).

Specifically, to minimize objective functions (4)-(7), the one-layer recurrent neural network is described by the following equations.
$$\epsilon \frac{dx}{dt} = -Px - (I - P)f_w(x) + q,$$  \hfill (9)

$$\epsilon \frac{dx}{dt} = -Px - (I - P)f_l(x, \sigma_k) + q,$$  \hfill (10)
\[ \frac{dx}{dt} = -P x - (I - P) g_h(x, \sigma_k) + q, \]  
\[ \frac{dx}{dt} = -P x - (I - P) g_g(x, \sigma_k) + q; \]

where \( g_w(\cdot), g_l(\cdot), g_h(\cdot), \) and \( g_g(\cdot) \) are vectors of activation functions with the \( i \)th element given by the following formulas, respectively, for \( i = 1, ..., n \), as shown in Figure 3.

\[ g_w(x)_i = \alpha_i^* \text{sgn}(x_i), \]  
\[ g_l(x, \sigma_k)_i = \frac{1}{\sigma_k} \text{sgn}(x_i) \exp \left( -\frac{|x_i|}{\sigma_k} \right), \]  
\[ g_h(x, \sigma_k)_i = \frac{2}{\sigma_k} \exp \left( \frac{x_i}{\sigma_k} \right) - \exp \left( -\frac{x_i}{\sigma_k} \right) \left[ \exp \left( \frac{x_i}{\sigma_k} \right) + \exp \left( -\frac{x_i}{\sigma_k} \right) \right]^{-1}, \]  
\[ g_g(x, \sigma_k)_i = 2 x_i \sigma_k^2 \exp \left( -\frac{x_i^2}{\sigma_k^2} \right); \]

where \( \text{sgn}(x) \) is the sign function which return 1 if \( x > 0 \), \(-1 \) if \( x < 0 \), and 0 if \( x = 0 \).

**IV. CONVERGENT BEHAVIORS**

In this section, the convergence behaviors of the one-layer recurrent neural networks (9)-(12) are shown in terms of their state variables and two performance indices by using the simulation results of randomly generated examples.

A performance index is given in [9] as:

\[ \gamma = \frac{\|x - x^*\|_2}{\|x^*\|_2}, \]

where \( x \) is a solution to (2) and \( x^* \) is a known solution to (1).

Since sometimes (1) may have different sparsest solutions, \( \gamma \) may not represent sparsity well, especially for tasks other than signal reconstruction. In this paper, we also use another performance index, sparsity level \( \xi \), to evaluate the performance of solutions:

\[ \xi = \log \frac{\|x\|_0}{\|x^*\|_0}. \]

In order to compare fairly, we specified the problem to be \( b = Ax \), where \( x \) has \( k \) non-zero elements (e.g., \( k = 5 \)) drawn randomly from the uniform distribution over \((0, 100)\); \( n = 100, m = 20 \) fixed and each \( a_{ij} \) drawn from the normal distribution \( N(0, 1) \). The parameter \( \epsilon \) is fixed as \( 10^{-6} \), and \( 10^{-7} \) in the one-layer recurrent neural network (9)-(11), and (12) respectively. Figure 4 shows a convergence process of the weighted \( L_1 \) norm minimization based on the neural network, and Figure 5 illustrates the performance indices.

Simulation results with two fixed values \( \sigma_k \) for \( f_g(x, \sigma_k) \) of system (12) are shown in Figures 6 and 7. It is obvious that both processes converge to an unsatisfactory state with low sparsity level. When \( \sigma_k \) is small, i.e., \( \sigma_k = 0.5 \) in Figure 6, though inverted Gaussian function approaches \( \delta(\cdot) \) well, the system converges too slowly and many elements stay far
away from zero (i.e., > $3\sigma_k$) where the value of activation function is almost zero in a short period of time. If a larger value of $\sigma_k$ is selected and fixed; i.e., $\sigma_k = 20$ in Figure 7, $g_3(x; \sigma_k)$ does not approximate $\delta(x)$ well, and many non-zero elements stay inside the region $(-10, 10)$. As a result, $x$ is far from $x^*$. On the other hand, each of them has benefits: When $\sigma_k$ is large, the system will obtain a most sparsity solution by gathering all most likely elements near zero, while when $\sigma_k$ is small, the neurodynamics pull the pseudo sparse elements away from zero. As shown in Section 2, smaller $\sigma_k$ leads to better approximation to $L_0$ norm, and at the same time, it takes much more time for the neurodynamic system to converge to a stable state. A simple idea is to iteratively reduce the value of $\sigma_k$ as system converges, which is the procedure stated in the end of Section 2. Thus, the system converges fast all the time and approximates $L_0$ norm well in the end.

Figure 8 shows the transient states with $\sigma_0 = 20$, $\Delta(\sigma) = \sigma/2$, and $\sigma_{\text{min}} = 0.5$, and Figure 9 shows the performance indices. In Figure 9, the curves are not smooth because $\sigma_k$ changes at $t = 4, 8, \ldots \times 10^{-4}$. These two figures show that some elements are pulled away from zero as $\sigma_k$ deceases, and finally all the states are stable, which means the sensitivity of the neurodynamics to the pseudo sparse elements increases as $\sigma_k$ deceases.

Fig. 6. Transient states of the one-layer recurrent neural network (12) with $\sigma_k = 0.5$ for solving a randomly generated problem.

Fig. 7. Transient states of the one-layer recurrent neural network (12) with $\sigma_k = 20$ for solving a randomly generated problem.

Fig. 8. Transients of the one-layer recurrent neural network (12) with $\sigma_0 = 20$, $\Delta(\sigma) = \sigma/2$, and $\sigma_{\text{min}} = 0.5$ for solving a randomly generated problem.

Fig. 9. Transients of the performance indices using the one-layer recurrent neural network (12) with $\sigma_0 = 20$, $\Delta(\sigma) = \sigma/2$, and $\sigma_{\text{min}} = 0.5$.

Figures 10-13 show the transient states $x$ and performance indices $\gamma$ and $\xi$ of the neural networks (10) and (11) for solving randomly generated problems based on (5) and (6), respectively.

According to Theorem 3 in [18], the one-layer neural network is globally convergent if $f(x)$ is convex. Figures 4-13 show that the one-layer recurrent neural network (9) converges to global minimum for the weighted $L_1$ norm minimization, since the weighted $L_1$ norm is convex. For the other three quasi-convex objective functions, the given
network is not guaranteed to converge to global minimum. However, convexity of the objective function is only a sufficient condition, with the neural network (10)-(12) still converges for suitable parameters.

V. EXPERIMENTAL RESULTS

In this section, experimental results are reported and compared in terms of the predefined performance indices by using phase diagrams and tabular data. We show how undeterminedness \( m/n \) and sparsity level \( k/m \) affect the performance indices of our algorithms. In the experiments, the performance indices are shown with various combinations of undeterminedness and sparsity level with the following procedure:

**Step 0:** Set \( n \) (e.g., \( n = 100 \)), upper bound of loop round \( N \) (e.g., \( N = 20 \)), iteration counter \( s = 0 \);

**Step 1:** Generate a problem randomly: \( b = Ax \), where \( A \) is drawn from the normal distribution \( N(0, 1) \), and \( x \) is sparse; i.e., has \( k \) non-zero elements drawn from the uniform distribution over \((0, 100)\);

**Step 2:** Use the the one-layer recurrent neural network (9)-(12) with parameter \( \sigma \) (e.g., \( 10^{-6} \), or \( 10^{-7} \)) to solve (4)-(6), or (7), obtaining \( \hat{x} \);

**Step 3:** Evaluate performance indices \( \gamma \) in (17) and \( \xi \) in (18);

**Step 4:** If \( s \leq N \), \( s = s + 1 \), go to Step 1. Else, calculate the mean value of \( \gamma \) and \( \xi \) which is the final performance indices of a sample \((k/m,m/n)\).

Samples with undeterminedness and sparsity level of 1\% and 5\% (where \( l \) is a positive integer, and \( l \leq 20 \)) are computed, while the performance indices of the rest combinations of \( m/n \) and \( k/m \) are fitting results by cubic spline interpolation. By averaging the results over numerous Monte-Carlo tests, phase diagram shows the performance indices of all different levels of sparsity and indeterminacy, thus illustrates how the success of \( L_1 \) optimization (2) is affected by sparsity and indeterminacy [10].
Phase diagrams of performance index resulted from the neural network with different activation functions are shown in Figures 14-18. From the figures, we can see that basically all five cases have the same performance shape, which are all consistent with the boundary of the $L_1$ approximation (2) to $L_0$ optimization (1).

Fig. 14. Phase diagram of the solutions to $L_1$ norm minimization (2) in terms of performance index $\gamma$.

Fig. 15. Phase diagram of the solutions to weighted $L_1$ norm minimization (4) in terms of performance index $\gamma$.

The area in phase diagrams with performance index $\gamma \leq 0.3$ (blue color blocks) can be compared. The weighted $L_1$ norm minimization method results in an increase of approximation area by about 5%, while successive Gaussian maximization method increases the area by more than 15%. By using the proposed models, we can obtain a nearer solution to the constrained maximization problem (1) than $L_1$ minimization.

Figures 19-23 show phase diagrams of performance index $\xi$. For easy comparisons, we use the same color-bar for these three phase diagrams. For this purpose, performance indices...
of the blocks with $\xi \geq 1$ are set to be 1. Fortunately, except for weighted $L_1$ norm minimization, $\xi$ rarely reach 1.

Figures 19 and 20 show similar patterns like a branch of hyperbola. The shape indicates that the solutions to both $L_1$ minimization and weighted $L_1$ norm minimization may not be very sparse when undeterminedness or sparsity level is low. Even for undeterminedness and sparsity level are both 0.5, $\xi$ in these two phase diagrams is only around 0.5. From the definition of $\xi$, $\xi = 0.5$ means that the sparsity level of $\hat{x}$ is about 3 times larger than that of $x$.

Figures 21-23 show that the models (10)-(12) can obtain a quite sparse solution mostly, with the successive Gaussian maximization performing the best. From Figure 23, whatever values of undeterminedness and sparsity level are at, the solutions for (12) have high sparsity levels. Sometimes these three methods may even obtain sparser solutions than $x$, where $\xi \leq 0$ in the phase diagrams.
Moreover, from Figures 14-23 we can see that γ and ξ are not well correlated. Sometimes an x̂ very near to x under performance index of γ can be obtained, but their levels of sparsity vary significantly from each other. Tables I and II show the exact performance indices γ and ξ of typical points (with different undeterminedness and sparsity levels).

### Table I

<table>
<thead>
<tr>
<th>k/m</th>
<th>m/n</th>
<th>L₁</th>
<th>g₁</th>
<th>g₂</th>
<th>g₃</th>
<th>g₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>10%</td>
<td>1.375</td>
<td>0.965</td>
<td>0.203</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>10%</td>
<td>50%</td>
<td>1.215</td>
<td>0.920</td>
<td>0.295</td>
<td>0.045</td>
<td>0.000</td>
</tr>
<tr>
<td>30%</td>
<td>10%</td>
<td>1.274</td>
<td>0.923</td>
<td>0.295</td>
<td>0.045</td>
<td>0.000</td>
</tr>
<tr>
<td>50%</td>
<td>20%</td>
<td>0.512</td>
<td>0.574</td>
<td>0.203</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>50%</td>
<td>60%</td>
<td>0.342</td>
<td>0.203</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>k/m</th>
<th>m/n</th>
<th>L₁</th>
<th>g₁</th>
<th>g₂</th>
<th>g₃</th>
<th>g₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>10%</td>
<td>1.375</td>
<td>0.965</td>
<td>0.203</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>10%</td>
<td>50%</td>
<td>1.215</td>
<td>0.920</td>
<td>0.295</td>
<td>0.045</td>
<td>0.000</td>
</tr>
<tr>
<td>30%</td>
<td>10%</td>
<td>1.274</td>
<td>0.923</td>
<td>0.295</td>
<td>0.045</td>
<td>0.000</td>
</tr>
<tr>
<td>50%</td>
<td>20%</td>
<td>0.512</td>
<td>0.574</td>
<td>0.203</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>50%</td>
<td>60%</td>
<td>0.342</td>
<td>0.203</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

VI. Conclusions

In this paper, a neurodynamic optimization approach is presented for solving the NP-hard constrained sparsity maximization problem. Four approximations to L₁ norm, weighted L₁ norm, and other three quasi-convex functions, are proposed. A one-layer recurrent neural network is applied to compute the sparse solutions to the approximate norm minimization problems. Experimental results show that the recurrent neural network with appropriate selections of its parameters generates better sparse solutions than L₁ norm minimization. Phase diagrams based on two performance indices show that the successive Gaussian maximization performs the best among the four functions, which yields solutions of the highest sparsity with the highest robustness to parameters. Our further investigations include theoretical analysis to the convergence of the one-layer recurrent neural network with non-convex objective functions (e.g., inverted Gaussian functions).
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