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Abstract. Probabilistic approaches to timing analysis derive probabil-
ity distributions to upper bound task execution time. The main purpose
of probability distributions instead of deterministic bounds, is to have
more flexible and less pessimistic worst-case models. However, in order to
guarantee safe probabilistic worst-case models, every possible execution
condition needs to be taken into account.
In this work, we propose probabilistic representations which is able to
model every task and system execution conditions, included the worst-
cases. Combining probabilities and multiple conditions offers a flexible
and accurate representation that can be applied with mixed-critical task
models and fault effect characterizations on task executions. A case study
with single- and multi-core real-time systems is provided to illustrate the
completeness and versatility of the representation framework we provide.

1 Introduction

Nowadays real-time systems are mostly implemented with multi-core and many-
core commercial-off-the-shelf platforms. Cache memories, branch predictors, com-
munication buses/networks and other features present in such implementations
allow increasing average performance; nonetheless, they make predictability much
harder to guarantee.

Task execution times are affected by the large variety of system execution
conditions which can happen at runtime. Also, the numerous interferences within
real-time systems may result into significant variations of tasks execution times.
This acerbates with multi- and many-core real-time systems implementations.
In essence, task execution time resembles to a random variable where the value
depends on different outcomes.

Timing analysis seeks upper bounds to the task execution time, and the pre-
dictability required by real-time systems can be granted. Classically, the bounds
are deterministic Worst-Case Execution Times (WCET) which are single values
able to upper bound the time needed to finish execution. In order to be safe,
WCETs have to account for any case/execution condition possible, including the
highly improbable pathological cases such as faults. Deterministic WCETs could
be very pessimistic with respect to task actual execution times, and could lead
to resource under-utilization.

Probabilistic worst-case models generalize WCETs with worst-case distribu-
tions, probabilistic WCETs (pWCETs), which upper bounds any possible task



execution behavior. pWCET representations focus on probability of occurrence
of worst-case conditions and abstract them into multiple worst-case values with
their correspondent probability of happening. The challenge with probabilistic
timing analysis is guaranteeing the pWCET safety.

System faults have a non negligible impact on worst-case models; although
as pathological and improbable cases, they have to be considered with timing
analysis. Task models have to embed fault manifestations and fault effects in
order to provide upper bounds to every possible condition the real-time system
can experience at runtime.

With multi- and many-core implementations, it comes the opportunity to
combine different applications on the same platform which may have different
criticality levels, e.g. safety-critical, mission-critical, non-critical, designating the
level of assurance needed against failure. The very low acceptable failure rates
(e.g. 10−9 failures per hour) for high criticality applications imply the need for
significantly more rigorous and costly development as well as verification pro-
cesses than required by low criticality applications. The gradual transformation
of real-time systems into Mixed Criticality (MC) systems demands for timing
analysis is able to cope with multiple criticality levels for tasks.
State of the Art: First papers on probabilistic timing modeling describe the
worst-case execution time of tasks with random variables, using either discrete
[22,2] or continuous [15] distributions. Since Edgar and Burns [10], several papers
have worked on obtaining safe and reliable probabilistic Worst-Case Execution
Time (pWCET) estimates [13,7,14].

Among probabilistic timing analysis approaches, it is possible to distinguish
between Static Probabilistic Timing Analysis (SPTA) and Measurement-Based
Probabilistic Timing Analysis (MBPTA). SPTA methods analyze the software
and use a model of the hardware behavior to derive an estimate of pWCET;
SPTA is applicable when some part of the system or the environment have
been artificially time randomized, [8,3]. MBPTA approaches rely on the Ex-
treme Value Theory (EVT) for computing pWCET estimates out of measured
behaviors [11,6,16]. Figure 1 depicts key elements for MBPTA which accepts
input measurements of task execution times under specific execution conditions
and applies the EVT for inferring pWCET estimates.

Fault modeling and fault management intertwines with timing analysis as
faults introduce latencies to the task execution behavior which have to be em-
bedded into the task models. As examples, in [19] backups are executed for fault
tolerance and recovering form task errors caused by hardware or software faults;
in [25] it is proposed an algorithm to abort and restart a task in case of conflicts
in shared resources accesses. In [21], an attempt of including faults into MBPTA
and apply fault-based task models for schedulability and sensitivity analysis of
real-time systems.

Research on MC scheduling focuses upon the Vestal task model which assigns
multiple WCET estimates to each task, [23]. This is motivated by the fact that
different tools for WCET estimates may be more or less conservative than one
another, [4,24] as reviews. To the best of our knowledge, [12] is a first attempt



of a probabilistic MC task modeling with WCET estimates associated to the
probability/confidence of being WCET bound.
Contribution: This work proposes a probabilistic representation framework for
real-time tasks which composes of multiple probabilistic worst-case models, each
estimating the worst-case of a specific possible execution condition that both
tasks and the system can encounter.

The probabilistic task model developed can be applied to the MC problem,
since probabilities and multiple pWCETs can characterize the criticality modes
as different task conditions as well as different confidences. Besides, the proba-
bilistic representation can be used for characterize the effects that faults have on
the tasks executions, proving to be flexible and safe. A case study is presented for
validating the probabilistic models and illustrating its effectiveness in modeling
different conditions/criticalities.
Organization of the paper: Section 2 presents the probabilistic background
applied in this work. Section 3 describes the probabilistic worst-case model pro-
posed and based on multiple execution conditions possible. Section 4 details the
MC task representation derived from the the probabilistic worst-case model. The
impact of faults on task models are also considered. Section 5 shows probabilis-
tic MC task models from three different real-time test cases; Section 6 is for
conclusions and future works.

2 System Modeling

A real-time task consists of a sequence of recurring jobs, each has to complete
execution by a given deadline.

In a periodic task system, a task is described with the 4-tuple (Oi, Ti, Di, Ci),
where Oi is the offset or starting time that specifies the time instant at which
the first job of τi is released. Ti is the period as the temporal separation between
two successive jobs of τi. Di is the deadline which defines the time interval
[Oi + j · Ti, Oi + j · Ti +Di) in which task execution has to take place (the j-th
job of τi). Ci is the WCET defining the processing requirements for each job.

The scheduling policy decides the task execution ordering, possibly with pre-
emption or migration between cores; schedulability analysis of task models guar-
antees the respect of the timing constraints (system predictability) checking if
there are enough resources for the tasks to finish executions by their deadlines.

In this work, we consider a set Γ = {τ1, . . . , τn} of n periodic probabilistic
tasks τi as such their worst-case execution time is modeled with pWCETs. The
probabilistic modeling framework proposed applies to either single-core, multi-
core or many-core processors.

2.1 pWCETs and WCET Thresholds

The pWCET Ci of a task τi is defined as the worst-case estimate distribution that
upper-bounds any possible execution time the task can exhibit [8]. Ci generalize



deterministic WCET estimates Ci by including multiple values, each with the
probability of being the worst-case of the task execution time1.

Assuming the pWCET Ci as continuous distribution, the probability distribu-
tion function (pdf) pdfCi describes the probability of happening of certain events
from the random variable Ci; it is such that P (C1 ≤ Ci ≤ C2) =

∫ C2

C1
pdfCi(C)dC

and
∫∞
0

pdfCi(C)dC = 1.
cdfCi denotes the cumulative distribution function (cdf) representation of Ci,

cdfCi(C) = P (Ci ≤ C) =
∫ C
0

pdfCi(x) while the inverse cumulative distribution
function (icdf) icdfCi(C) outlines the exceedence thresholds. icdfCi(C) = P (Ci ≥
C) is the probability of having execution time greater than C, icdfCi(C) = 1 −∫ C
0

pdfCi(x).
In case of discrete distributions pWCETs, it is pdfCi(C) = P (Ci = C),

cdfCi(C) =
∑C

0 pdfCi(x) and icdfCi(C) = 1−
∑C

0 pdfCi(x).

WCET Thresholds From Ci, it is possible to define WCET thresholds 〈Ci,j , pi,j〉
where the value Ci,j is associated to the probability pi,j of being the WCET for

τi. pi,j
def
= icdfCi(Ci,j) quantifies the confidence on Ci,j of being the task worst-

case execution time and 1−pi,j is the probability of respecting Ci,j . Depending on
the granularity of the pWCET, it would be possible to define WCET thresholds
at probability of 10−3, 10−6, 10−9, etc..

Worst-Case Distribution Independence Assuming Ci to be the probabilistic
worst-case distribution estimate of τi, it means that in Ci there have already
been included all the possible interferences (and their effects as latencies) that
τi suffers, [5]. This is the definition of statistical independences between tasks,
i.e. the task execution distribution does not change in presence of interferences2.

For example, the pWCET distribution of task τi in presence of τj , equiv-
alently while executing together with τj (the conditional distribution pdfCi|Cj )
does not change from the case where τi runs in isolation (pdfCi) since all the
interferences from τj have been taken into account in the worst-case distribution
bound and in order to guarantee it. It is pdfCi|Cj = pdfCi which corresponds to the
definition of statistical independence between pWCETs and thus tasks. Previous
independence condition holds with all the tasks in Γ and for all the system exe-
cution conditions possible, i.e. worst-case distributions guarantee independence
between tasks.

1 In the following, calligraphic letters are used to represent distributions while non-
calligraphic letters are for scalars or deterministic values.

2 The conditional probability is the probability of one event A happening concurrently
with another event B, P (A|B). In case of statistical independence it is P (A|B) =
P (A).



3 Probabilistic Worst-Case Representations

Whenever correctly applied, the EVT produces a continuous distribution which
is a safe estimation of the worst-case behavior of the task. The EVT guarantees
that if certain hypotheses are verified, from the actual measured behavior it is
possible to infer rare events, where the worst-case execution time lie [6]. The
outcome of the MBPTA/EVT is the pWCET estimate Ci.

Figure 1 shows the basics of MBPTA with the EVT applied to measurements
of task execution time – average execution time – for inferring pWCET estima-
tion Ci. The task under observation is τi while the rest of the real-time application
Γ \ τi contributes to the interferences on τi. Besides, the specific measurement
execution condition applied for the task executions sk = f(I, Env,Map, . . .) and
the measurements themselves define the task’s actual behavior.

Γ , τi Processor

Execution sce-
nario sk =

f(I, Env,Map, . . .)

Execution time
measurements

MBPTA/EVT Cs
j

under sj

Fig. 1. MBPTA where pWCETs are inferred with the EVT specific execution condi-
tions sk = f(I, Env,Map, . . .) applied for measurements.

The guarantees that the EVT provides worst-case task models strongly de-
pend on what has been measured, e.g. the execution conditions for the measure-
ments, the confidence or representativity of the measurements.

A trace of execution time measurements accounts for some of the interfering
conditions and inputs (to the system and tasks) which happen at runtime. The
pWCET estimate Ci from the EVT embeds those system conditions and others
which have not been measured (the so called rare events which are costly to
observe by measurements), i.e. the EVT is able to infer some of the unknowns
from the known measurements. Unfortunately, not all the unknowns can be
estimated with the only use of the EVT.

An execution scenario sj = f(I, Env,Map, . . .) abstracts the execution con-
ditions the system (and the task) subdue to. sj represents instances of the in-
puts (for tasks and system) I, of the environment Env, of the task mapping
and scheduling policy Map, etc.; sk is a function of I, Env, Map and more.
For a real-time system, there exist a finite set S of all the possible execution
scenarios, S = {s1, s2, . . . , sn}, since inputs, environment conditions, mapping,
etc. are finite.

The same reasoning would be applicable to SPTA with different conditions
sj = f(I, Env,Map, . . .) possible for tasks.



3.1 Worst-Case Bounding

The absolute pWCET Ci is the worst-case distribution that upper bounds every
task execution time obtained under any possible execution scenario sj ∈ S. The
absolute pWCET Ci is safe if it upper bounds every task execution time under
any execution scenario.

Given sj ∈ S, the pWCET Csji comes from the measurements taken under sj

and the EVT applied to them (Figure 1). Csji is the pWCET specific to sj , the
relative pWCET; the relative pWCET Csji is safe if it upper bounds any task
execution time under sj .

Measurement representativity is a fundamental requirement for guaranteeing
both absolute and relative pWCETs. We hereby focus on representativity as
the measurement capability of well characterizing multiple execution conditions
(worst-cases included) like in [17,1]. Differently than those works, we do not
consider artificially randomized systems that aim at increasing the chances of
measuring the worst-case. We believe that the input representativity can be built
from an enhanced knowledge of the system and of its scenarios, thus from a study
of the system, its S and the coverage of the execution conditions.

From the partial ordering between pWCETs [9], it is possible defining a
notion of dominance for scenarios. With respect to task τi, given sr and st from
S, sr dominates st if and only if Csri is greater than or equal to Csti , Csri � Cs

t

i , �
being the "greater than or equal to" operator which defines the partial ordering
between distributions [9].

It is also possible defining the notion of equivalence between scenarios. Given
sk and sj from S, with respect to task τi sk is equivalent to sj if and only if
there exist values in the support of Cski and Csji for which Cski � Cs

j

i and there
exist other values in the support of Cski and Cs

′j

i for which Csji � Cs
k

i .
For a set of equivalent scenarios Sj = {sj , sk, . . . , st} ⊆ S (sk, . . . , st equiva-

lent to sj), it is possible defining the scenario sj∗ that dominates all the scenarios
in Sj . It would be such that Csj∗i

def
= maxsj∈Sj{Csji }, while with the icdf rep-

resentation, it would be icdfCsj∗i
(C)

def
= maxsj∈Sj{icdfCsji (C)}. sj∗ is not a real

scenario, but it dominates all the sk ∈ Sj .
Worst-Case Set. The Worst-Case Set task representation is the collection of
all the pWCET from S; Ci is the Worst-Case Set representation as a set of
pWCET estimates such that:

Ci
def
= (Cs

1

i , Cs
2

i , . . . , Cs
n

i ). (1)

With partial ordering between relative pWCETs it is possible ordering scenarios
and get S = {s1, s2, s3, . . . , sk} such that Csk � Csk−1 � . . . � Cs1 ; the Worst-
Case Set becomes:

Ci
def
= (Cs

1

i , Cs
2

i , . . . , Cs
k

i ), (2)

with sk the worst-case scenario for τi, sworst ≡ sk.



Although, we hereby focus on MBPTA, the Worst-Case Set representation
applies to both MBPTA and SPTA with multiple execution conditions possible.

Worst-Case Set & Dominance Although with actual real-time systems it
is reasonable to assume a finite number of measurement scenarios, enumerating
them all remains a complex problem. With dominance between scenarios, it
would be possible neglecting the dominated scenarios in order to ease the task
representation from Equation (1) and Equation (2). Moreover, with equivalence
between scenarios it would be possible to assume the correspondent dominating
scenario s∗,j to represent all the equivalent scenarios Sj .

From Equation (1) and Equation (2), fewer dominating scenarios S∗ could
be considered to represent the task execution behavior. S∗ = {sr, sj , sk} ⊆ S
is such that sr dominates some scenarios in S, sj dominates other scenarios as
well as sr and sk dominates all the scenarios. The Worst-Case Set becomes:

Ci
def
= (Cs

r

i , Cs
j

i , Cs
k

i ), (3)

as a less complex probabilistic representation to the task executions; Equation (3)
remains a safe representation for the task behavior since the worst-cases sk and
Cski are included.

123 ... n
instant time

123 ... n

execution time

...

123 ... n

(a) Traces of execution time measurements

probability

execution time

(b) icdfpWCET estimates

Fig. 2. Multiple scenarios S = {s1, s2, . . . , sk ≡ sworst}, each with a trace of execution
time measurements and pWCET estimate.

Figure 2 depicts S = {s1, s2, . . . , sk ≡ sworst}, each scenario sj with a trace
of execution time measurements; the resulting pWCETs Cski are illustrated with
the partial ordering guaranteed by �.

At this stage, S is assumed to be known; future work will investigate how to
obtain the different scenarios and how to guarantee the existence of worst-cases
among them.

3.2 Probabilistic Task Models

Combining the orthogonal information of WCET thresholds (with probability as-
sociated) and execution scenarios from the Worst-Case Set, Equation (1), Equa-
tion (2) or Equation (3), there are possible the inter-scenario and intra-scenario
representations.



Inter-Scenario Representation. The inter-scenario representation character-
izes task behavior across scenarios. Given an exceeding probability p and the
WCET threshold at that exceeding probability for each scenario sj ∈ S (equiv-
alently sj ∈ S∗), it is 〈Ci, p〉 such that:

Ci
def
= (Cs

1

i , C
s2

i , . . . , C
sk

i ) (4)

is the set of WCET thresholds such that 〈Cji , p〉 ∀sj ∈ S. As an example, it is
possible picking p = 10−9 with 〈Cji , 10−9〉 ∀sj ∈ S. Equation (4) is the inter-
scenario representation for the task worst-case execution time.
Intra-Scenario Representation. The intra-scenario representation describes
the task behavior focussing on a specific scenario. For a given scenario sj ∈ S
(equivalently sj ∈ S∗) and a set of exceeding thresholds probabilities (p1, p2, . . . pm)
it is:

Ĉs
j

i
def
= (〈Cs

j

1,i, p1〉, 〈Cs
j

2,i, p2〉, . . . , 〈Cs
j

m,i, pm〉). (5)

Equation (5) is the intra-scenario representation for the task worst-case execu-
tion time on a specific scenario with all the meaningful WCET thresholds and
exceeding probabilities.

Inter- and intra-scenario representations will be proven to be handy for
schedulability and sensitivity analysis with future work.

4 Task Modeling through Criticalities

Each pWCET estimations composing the Worst-Case Set representation implic-
itly carries confidence (as safety) of being the absolute task pWCET; execution
scenarios may be more or less safe in defining pWCET estimates and WCET
thresholds. For example, s1 from Equation (2) provides the least confident ab-
solute pWCET as Cs1i : Cs1i is the least safe absolute pWCET for τi; s2 provides
slightly more confidence that Cs2i is the absolute pWCET for τi: Cs

2

i is relatively
safer than Cs1i . Going on with the scenarios within S, the safety increases up
until sk which is the worst-case scenario and Cski is the only 100% safe absolute
pWCET for τi; Cs

k

i is the safest among the pWCETs.
The MC task model makes use of multiple WCETs for characterizing the

task behavior; such bounds results from different timing analysis tools as well as
different criticality requirements that task can respect at runtime. For example,
in the two-criticality-level case, each task is designated as being of either higher
(hi) or lower (lo) criticality, and two WCETs are specified for each hi-criticality
task: a lo-WCET determined by a less pessimistic tool or a less demanding
safety requirements (e.g. mission-critical or non-critical) , and a larger hi-WCET
determined by a more conservative tool or more safety-critical requirements.

For real-time systems, safety and criticality have a strong relationship so that
they can be interchanged whenever applied for timing analysis and schedulability



analysis: a safe pWCET is the worst-case models which can apply with high
critical modes.

Least critical Scenario lo-critical. In case of s1 from Equation (2), the task
has the least execution time, thus the least dominating relative pWCET Cs1i .
Cs1i upper bounds any (and only) possible execution time resulting from s1; it is
the last safe absolute pWCET, equivalently the least critical lo-criticality. Cs1i
is applied to characterize lo-criticality requirements of τ1 and the lo-criticality
functional mode.

Critical Scenarios mi-critical. From S ordered by dominance, Equation (2),
s2 dominates s1 because under s2 the task suffers execution times bigger than
under s1. Considering Cs2i as absolute pWCET, it would be slightly safer than
Cs1i , but it is not safe enough to upper bound the other sj ∈ S. Cs2i is the middle
criticality (mi-criticality) characterization for τi.
With s3, it is Cs3i dominating Cs2i and Cs1i since s3 produces larger execution
times than s1 and s2. Thus, Cs3i would be safer than Cs2i as absolute pWCET.
Also Cs3i is a mi-criticality characterization for τi but more critical than Cs2i .
We distinguish between mi-2-criticality and mi-3-criticality, respectively for s2
and s3, and Cs3i � Cs

2

i . Other intermediate criticality levels can be defined from
sj ∈ (S \ sk).

Most Critical Scenario, hi-critical. The pWCET Cski from sk is the safest
absolute pWCET. Cski is also the hi-criticality bound to the task behavior. Cski ≡
Csworst

i represents the worst conditions and is the most conservative upper bound
for τi to be applied in the highest critical modes.
From Cs1i it would be possible to extract 〈Ci(lo), 10−9〉. We name Ci(lo) the
lo-critical WCET threshold as it results from the least safe pWCET model
Cs1i ≡ Cloi . Ci(lo) is the lo-criticality WCET threshold with a confidence of
10−9.
sj , with 1 < j < k form Equation (2), is a mi-j-criticality scenario that upper
bounds all the scenarios sr such that r ≤ j; Csji ≡ C

mi−j
i is the mi-j-criticality

pWCET. Csji � Cs
j−1

i and 〈Ci(mi− j), 10−9〉 is such that Ci(mi− j) ≥ Ci(mi−
j − 1); Ci(mi − j) is the mi-j-criticality WCET threshold with a confidence of
10−9.
sk is the worst-case scenario and Cski is the absolute pWCET for τi. Cs

k

i ≡ Chi
i

is the hi-criticality pWCET and sk is the hi-criticality scenario for the worst
conditions. From Chi

i , it is 〈Ci(hi), 10−9〉 such that Ci(hi) is the hi-criticality
WCET threshold. Chi

i � C
mi−j
i and Ci(hi) ≥ Ci(mi− j).

From the difference in safety/criticality between sworst, s3, s2 and s1 execu-
tion conditions, it is Chi

i � Cmi
i � Cloi . Also, Ci(hi) ≥ Ci(mi) ≥ Ci(lo) for the

same probability p from respectively Chi
i , Cmi

i and Cloi . How much they differ
depends on the relationship between the scenarios and the impact that the sce-
narios have on the execution times of tasks. p = 10−9 is chosen arbitrarily, but
the probabilistic modeling proposed can make use of any probability, depending
on the confidence requirements.



The MC Worst-Case Set representation for τi is:

Ci
def
= (Cloi , . . . , Cmi−j

i , . . . , Cs
k

i ). (6)

For the intra- and inter-scenario perspective, adding criticality levels to Equa-
tion (4) and Equation (5) it is Ci

def
= (C(lo)i, . . . , C(hi)i) for the inter-scenario

MC representation 〈Ci, p〉 at probability p and Ĉ(l)i
def
= (〈C(l)1,i, p1〉, 〈C(l)2,i, p2〉, . . . , 〈C(l)m,i, pm〉)

for the intra-scenario MC representation at the criticality level l and probabilities
p1, p2, . . . pm.
MC Probabilistic Task Model. With three criticality levels, the MC task
model based on the Worst-Case Set is:

τi = ([Ci, 〈Ci, 10−9〉, (Ĉlo
i , Ĉmi

i , Ĉhi
i )], Ti, Di), (7)

where Ci = (Cloi , Cmi
i , Chi

i ) and 〈Ci, p〉 = (Clo
i , Cmi

i , Chi
i ). The intra-scenario

representation is such that Ĉlo
i = (〈Clo

1,i , 10
−3〉, 〈Clo

2,i , 10
−6〉, 〈Clo

3,i , 10
−9〉) for

the lo-safety, Ĉmi
i = (〈Cmi

1,i , 10
−3〉, 〈Cmi

2,i , 10
−6〉, 〈Cmi

3,i , 10
−9〉) for the mi-safety

scenario and Ĉhi
i = (〈Chi

1,i , 10
−3〉, 〈Chi

2,i , 10
−6〉, 〈Chi

3,i , 10
−9〉) for the hi-safety sce-

nario.
The MC task model is essentially asserting that depending on the conditions

for the timing analysis applied it is possible to have more or less guarantees
on the pWCET and the WCET thresholds estimates. Only by considering most
of the possibilities (necessarily the dominating ones) the MC worst-case models
are safe. The MC task model can be generalized to multiple criticality levels and
different probabilities in order to better cope with the requirements.

Worst-Case Sets Independence It is necessary to investigate the statistical
independence between criticality levels and pWCETs for the MC Worst-Case
Set representation. It has already been showed that there exist independence
between absolute pWCETs, thus between hi-criticality representations Chi

i and
Ci(hi) from sk.

Supposing sj represents a criticality level other than hi-criticality, what hap-
pens to the pWCET estimates of τi and τk? Under sj , the conditional probability
pdfCsji |Cs

j

k
equals pdfCsji (equivalently pdfCsjk |Cs

j
i

equals pdfCsjk
) because all the ef-

fects from sj have been included into the relative pWCETs Csji and Csjk . This
assures tasks independence with the same scenario.

With sr dominating sj for both τi and τk, what happens to Cs
r

i and Csjk ? It
is pdfCsri |Cs

j

k
= pdfCsri , since all the effects of sj and τk on τi have been already

taken into account by Csri . This guarantees the independence between τi and τk
under sr and sj , respectively for τi and τk.

Worst-Case Set representations guarantee tasks independence and indepen-
dence between criticality levels which will ease task combination and schedula-
bility analysis.



4.1 Fault Occurrence and Effect

Faults can be modeled with the probability f(t, T ) of a fault occurring; f(t, T )
is the probability of fault in a system component by time t, failure ≤ t, given
that the component was still functional at the end of the previous interval t−T ,
failure > t − T . T is the scrubbing period, i.e. the time interval between two
consecutive fault detection to avoid error accumulation.

Several probability distributions are used to model failure times [18]. One
commonly used is the log-normal failure distribution:

f(t, T ) =
cdfnorm

ln(t)−µ
σ − cdfnorm( ln(t−T )−µ

σ )

1− cdfnorm( ln(t−T )−µ
σ )

, (8)

where cdfnorm the cumulative density function of the normal distribution. The
mean and standard deviation parameters of such distribution can be computed
from the Mean Time To Failure (MTTF) such that µ = ln(MTTF 2/

√
varMTTF +MTTF 2)

and σ =
√
ln(1 + varMTTF /MTTF 2). In Equation (8), f(t, T ) depends on the

actual time t and the scrubbing period T .

Fault & Criticalities Faults (either transient or permanent) translate into
penalties δ (latencies) to the task execution time which depends on the time t
the fault happens, δ(t). With C(t) the expected task execution time at time t, in
presence of fault it would be C(t)+δ(t) the task execution time accounting for the
fault penalty on task computations. With a measurement-based approach, fault
effects on task execution can be measured and directly embedded into traces
of execution time measurements; then, with EVT it is possible infer pWCET
estimates which upper bounds faulty execution conditions.

Different scenarios are possible with respect to faults. By considering non-
faulty conditions (fault never happening), it is scenario sNF that describes the
task behavior. Here, the execution times observed exploit only the task functional
behavior due to the absence of faults. For sNF it exists CsNF

i ; sNF is the lo-
criticality scenario with Cloi ≡ CNFi , C(lo) and Ĉi(lo) representing it.

It could also exist sFW which assumes that the worst fault condition man-
ifests at runtime; CFWi is the pWCET estimate for sFW . sFW is the wort-case
scenario where the task executes always under the most critical conditions;
Chi
i ≡ CFWi , Ci(hi) and Ĉi(hi) represents it.
In between these two extreme scenarios, it exist a set of possible faulty sce-

narios where faults are not as extreme as sFW and sNF , nonetheless they happen
and affect the normal task behavior. For example, it could exist sF1 which is
the mi-1-criticality scenario with Cmi−1

i ≡ CsF1

i , Ci(mi − 1) and Ĉi(mi − 1);
Ci(mi − 1) ≥ Ci(lo) and Cmi−1

i � Cloi . It could also exist sF2 as the mi-2-
criticality scenario with Cmi−2

i ≡ CsF2

i , C(mi− 2) and Ĉi(mi− 2); Ci(mi− 2) ≥
Ci(mi− 1) and Cmi−2

i � Cmi−1
i .

Specific to faults and faulty scenarios, it is S = {sNF ≡ slo, sF1 ≡ smi−1, sF2 ≡
smi−2, . . . , sFW ≡ smi} with the task MCWorst-Case Set given by Ci = (Csloi , Csmi−1

i , Csmi−2

i , . . . , Cshi
i ).



What we are hereby proposing is a representation framework that applies
to faults effects. It could abstract different faults and fault tolerant mechanisms
implemented as recovery functions or task extra-executions resulting into larger
task execution times and worst-case execution times.

5 Case Study

Three case studies are presented for illustrating the flexibility and the effective-
ness of the Worst-Case Set representation in modeling execution conditions, MC
tasks and fault effects.

5.1 Test Case 1

As a first test case, it is the ns task from the Mälardalen WCET benchmark
executed a multi-core platform, [20]; in this configuration, ns executes alone on
one core while other tasks and the OS execute on different cores making in-
terference through shared resources. The ns considered here has four scenarios
S = {s1, s2, s3, s4} depending only on the task inputs; s4 ≡ sworst dominates
all the other scenarios, s3 dominates s2 and s1, and so on. The four traces of
execution time measurements are trace_1, trace_2, trace_3 and trace_4, re-
spectively for s1, s2, s3 and s4 and they embed all the known task behaviors,
worst-case included. From S = {s1, s2, s3, s4}, it is possible to define four criti-
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Fig. 3. ns multi-scenario benchmark with four execution time measurements traces;
the execution time in ordinate are in CPU cycles.

cality levels (lo,mi−2,mi−3,hi) for the scenarios and their respective pWCETs,
S = {s1 ≡ slo, s2 ≡ smi−2, s3 ≡ smi−3, s4 ≡ shi}. Figure 3 presents the four
traces of measurements under slo, smi−1, smi−2 and shi, respectively trace_1,
trace_2, trace_3 and trace_4. The criticality levels depend on the execution
considered and the dominance between them. Figure 6 compares the pWCETs
(Clo, Cmi−2, Cmi−3, Chi). shi is confirmed to be the worst-case scenario and Chi

is the hi-criticality task pWCET.



5.2 Test Case 2

The second test case is the lms task from the Mälardalen WCET benchmark.
The task is executed in a multi-core platform concurrently with other interfering
task and RTEMS OS within the same core as well as outside it, [20]. While ex-
ecuting, lms experience two scenarios S = {s1, s2} from OS and environmental
conditions possible at runtime; two traces of execution time exist, trace2_1 and
trace2_2 and they cover all the conditions lms can experience. trace2_2 domi-
nates trace2_1 in terms of measured execution times. The two scenarios define
lo-criticality and hi-criticality conditions and pWCET models.
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Fig. 4. lms benchmark with two traces of execution time measurements trace2_1 and
trace2_2.

Figure 4 presents the two traces of measurements and a comparison between
Clo and Chi. In particular, Figure 4(c) illustrates the partial ordering between
the two criticality level with trace2_2 dominating trace2_2.

5.3 Test Case 3

The last test case composes of an artificial task τ1, τ1 = (([C1, 〈C1, 10
−9〉, (Ĉlo

1 , Ĉmi
1 , Ĉhi

1 )], 50, 50).
Task period and deadline coincides and are equal to 50 CPU cycles.

τ1 can execute under its normal functional behavior (no-fault present) slo,
under fault condition smi or under the worst fault condition shi.

τ1 is an artificial tasks since its normal execution time are considered to
follow a Normal distribution and not measured from a benchmark. For smi, the
penalties δ are extracted randomly from a uniform distribution with a defined
MTTF applied with Equation (8). Finally, for shi, the penalties δ are extracted
the same uniform distribution but with a smaller MTTF and exhibiting more
frequent faults (more critical).

The MC Worst-Case Set representation combines criticality levels (scenar-
ios) and probabilities such that: 〈Clo

1,1 = 8, 10−6〉, 〈Clo
1,2 = 10, 10−9〉, 〈Cmi

1,1 =



12, 10−6〉 and 〈Cmi
1,2 = 14, 10−9〉, and 〈Chi

1,1 = 16, 10−6〉 and 〈Chi
1,2 = 17, 10−9〉,

from the Normal and Uniform laws applied. p = 10−6 and p = 10−9 are chosen
arbitrarily, but any exceeding probability applies.
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Fig. 5. Measurements of τ1 execution time under S = {slo, smi, shi} execution con-
ditions. Execution times in ordinate are in CPU cycles.

Figure 5 illustrates traces of measurements for τ1 obtained as formerly de-
scribed. With shi the faults are more frequent, making it the most-critical sce-
nario, and that reflects in the pWCET threshold. Figure 7 details the pWCETs
for S = {slo, smi, shi}; Chi is named task1_hi, Cmi is named task1_mi and
Clo is named task1_lo. The dominance between scenarios and criticality levels
is confirmed validating the MC task model for faults.

To note that between pWCETs in Figure 7 there is not strict dominance,
since curves overlaps for small values. The broader dominance as well as the
validity of the probabilistic representation is guaranteed at larger values and
smaller probabilities, p ≤ 10−3.
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execution times values are in CPU cy-
cles and ordinate has log scale.



6 Conclusion

The work proposed is a probabilistic representation framework for task execution
behaviors named Worst-Case Set, which relies on multiple pWCETs for charac-
terizing the diverse scenarios sj = f(I, Env,Map, . . .) affecting task executions;
probabilities and coverage of multiple execution conditions make the Worst-Case
Set flexible and accurate for task models. The Worst-Case Set is applied for MC
models (for different scenario, each with a criticality level associated) and for
faults and fault effects on task executions (also related to criticality). A case
study is presented to validate the probabilistic representation and illustrate its
flexibility in modeling multiple task behaviors from diverse scenarios and criti-
calities.

Future work will apply the Worst-Case Set representations to probabilistic
schedulability analysis as well as to develop schedulability strategies that will
leverage probabilities and multiple criticality levels. It has been assumed that S
was known; future work will be devoted to investigate scenarios complexity and
scenarios completeness for safety and criticality guarantees to probabilistic task
models.
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