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Abstract

Pervasive computing systems at large scale rely on
real-time scheduling on the top of distributed and net-
worked computing environments. From an user expe-
rience perspective, while the requirements on the re-
sponse time for specific applications might be different,
the mixed-criticality in real-time scheduling, which pro-
vide diverse response time guarantee for applications,
is often required. In this paper, we study the real-time
scheduling problem in mixed-critical pervasive com-
puting systems. We first analyze the response time re-
quirements for common networked pervasive comput-
ing systems, and model the mixed-criticality using the
minimum response time Quality-of-Service (QoS) that
should be guaranteed even in the worst-case. Then,
we propose to leverage Fixed-Priority Rate-Monotonic
(FPRM) Scheduler for real-time scheduling. We eval-
uate FPRM using synthetic workloads generated ac-
cording to the real-world pervasive computing systems.
Both simulation experiments and worst-case analytical
results show that, when sufficient resources are given,
all pervasive computing tasks can be completed subject
to the response time requirements strictly with mixed-
criticality guarantees ensured.

1. Introduction

Pervasive computing, also known as ubiquitous
computing, refers to integrating everyday objects with
computational capability into a networked system to en-
able a seamless computing experience for the user. Such
experience may refer to a wide variety of applications
ranging from a simple peer-to-peer communication and
data-intensive media streaming to highly interactive on-
line gaming. One such application, the real-time enter-
tainment (e.g. audio and video streaming) is growing
at an immense rate which contributed to about 36% [1]
of the mobile traffic in 2016. This signifies a growing
demand for platforms that can handle real-time traffic.
Mixed-Criticality. When a system with multiple ap-
plications is considered, some of these applications are
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more critical than others. For example, a car navigation
application is more critical than a real-time entertain-
ment or radio environment in a car. Moreover, some are
time-critical while some others are quality-critical. The
quality measure of a task is given in terms of response
time QoS. The criticality in a car navigation applica-
tion is the timeliness of the output; a delayed informa-
tion from the application is as good as no information
at all. Whereas, in a media entertainment system, al-
though there could be a lag in the stream, as long as it is
within a tolerable range it is not noticeable by the user.
Due to the size, weight, and power considerations, there
is a trend in combining mixed-critical applications with
varying specifications upon a shared platform [6] and
such systems are called Mixed-Critical systems (MCS).

When designing mixed-critical applications for a
shared platform, to avoid contention for resources, the
access to resource follows a schedule. So, when an ap-
plication requires access, it must wait for its turn in the
schedule. The response time of the task therefore de-
pends on the schedule. As mentioned earlier, for a crit-
ical application, it is important to know the response
time of the request, in order to ensure that it is scheduled
before its deadline. One approach to analyzing the ex-
pected wait time and response time of the task is queu-
ing theory. In queuing theory, the task arrival time and
the processing time is assumed to follow a distribution
and the analysis of these tasks for a given scheduling
algorithm and a set of tasks gives us the mean waiting
time and mean response time for the individual tasks.

Towards designing scheduling algorithms with crit-
icality of tasks in consideration, Vestal [13] was the first
to verify fixed priority scheduling for mixed criticality
systems. Later, when soft tasks (as opposed to hard
real-time tasks with hard deadlines) were considered.
For soft real-time tasks, the worthiness of the output
degrades with increasing tardiness (i.e. response time
greater than deadline). Such tasks are not deadline-
critical, but rather quality-critical. Initial techniques
guaranteed hard tasks and used the remaining resource
available to schedule other soft tasks. This approach did
not have any bounded guarantee on the low critical task.
Recent work by Hu et al. [9], [10] adaptively shaped the
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Figure 1. Sporadic Task.

low critical task workload so that the QoS of lower crit-
ical tasks can be improved.

However, despite some recent work under mixed-
criticality with graceful degradation, correctness guar-
antees for soft real-time tasks are normally not provided
[11], [3], [8]. In our work, we introduce a model to rep-
resent mixed-critical tasks using a QoS function. By
adjusting the parameters of the QoS function, we de-
note the quality expected to be guaranteed to each task.
The QoS function gives a quantitative value for each
task in the system for a given scheduler. The QoS val-
ues of each task is evaluated for common scheduling
algorithms.

The remainder of this paper is organized as follows.
Section 2 formally defines the system model and QoS
metric for mixed-critical tasks. Section 3 discusses the
scheduling techniques used for analysis of QoS mea-
sure of the tasks. Further, Section 4 shows the simu-
lation results and our inference from the experiments.
The conclusions are drawn in the final section.

2. System Model

In this section, we formally introduce the models
and metrics. We represent the requests generated by
the different applications in a system as a set of job se-
quence. Formally, a task-set 7 is a collection of tasks
T;. Each task 7; generates a sequence of jobs 7; ; and
has an associated criticality level. The criticality levels
are modeled by the Quality-of-Service (QoS) function
described in the following subsections.

2.1. Sporadic task model

We consider a general system, where nodes send
requests to the server for processing, and the process-
ing of the tasks takes a pre-defined finite amount of
time. We model this using a sporadic task model [12],
in which the task 7; is represented by a tuple

7 = {ci,di, i} (1

where, c¢; is the worst-case execution time of the jobs
in the task, #; is the minimum inter-arrival time between
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Figure 2. Deadline-Critical Task; m; = 30; k; = 1.
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Figure 3. Quality-Critical Task; m; = 52; k; =0.1.

two instants of jobs from task 7;, d; is the deadline for
the task. The deadline d; is relative to the release time
(or arrival time) of the job in the task. The ratio u; =
min(ccii,--, ) is the utilization of a task 7;. For a set of tasks
{7; € 7}, the total utilization is U; = ¥ u;

Figure 1 shows a sequence of jobs of a sporadic
task 7; = {2,3,3}. It can be seen that the execution time
¢; =2 and deadline d; = 3 for all the jobs. It can also be
seen that the minimum inter-arrival time between two
jobs is greater than or equal to #; = 3.

2.2. Mixed-Criticality

As seen earlier, each task has an associated crit-
icality — deadline-critical or quality-critical. First, let
us consider the case of a deadline-critical task. For a
deadline-critical task, the meaningfulness (or quality)
of the response quickly degrades as the response time of
the job goes beyond its deadline. Second, for a quality-
critical task, the quality of the response gradually de-
grades with increasing response time. By adjusting the
gradient of the degradation, we can model varying lev-
els of quality.

In summary, by adjusting the gradient of the degra-
dation, we can effectively represent the expected quality
of a task.

2.3. Quality-of-Service (QoS)

The mixed-criticality levels mentioned in the pre-
vious sub-section and the degradation in quality can be
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quantified using the QoS function. Other works in the
literature [7] [14] have shown that a sigmoid function
can be used to adequately represent the QoS provided
to the user.

We define the QoS of a single job 7; ; as

QoS; ;= ()

1 4+ e kilrij—mi)

where, r; ; is the response time of the job 7; ;. And m;
and k; are the midpoint and slope of the sigmoid func-
tion, which are design parameters chosen for the task.

The QoS of the task is represented in terms of the
QoS of its jobs

1
QoS; = - Y QoS ;.P(ri) 3)
j

where, P(r;) represents the probability distribution of
the response times of the task. Essentially, the QoS of a
task is the average QoS of all the jobs generated by the
task.

In Figures 2 and 3, we show the QoS sigmoid curve
for a deadline-critical task and a quality-critical task.
The QoS function parameters are chosen in such a way
that it reflects the degradation in value as the response-
time of the task approaches and crosses the deadline.
For a deadline-critical task, this is achieved by setting
the midpoint m; = 30 which is the same as its deadline
d; and the slope k; to a large value of 1.0. Assigning
a vary large slope value is analogous to representing a
hard real-time task. Figure 2 shows that the QoS begins
to degrade at time r; ; = 25 and proceeds to drop rapidly
to 0 when the time reaches r; ; = 35. For even higher
slope values, the QoS will drop almost immediately as
it goes beyond the deadline.

For a quality-critical task this is achieved by taking
the midpoint m; = 52 which is larger than its deadline
d; = 30 and a lower slope value (k; = 0.1). Figure 3
shows the QoS slowly degrading as time proceeds and
it reaches close to 0 at around r; ; = 100 time units.

3. Scheduling and Analysis

After defining our task model and the QoS met-
rics associated with the different criticalities of the
tasks, we use existing simple scheduling algorithms
to schedule our sample task-set and analyze the QoS
for each scheduling technique. We first consider a
simple Round-Robin (RR) scheduling algorithm and
the real-time scheduling algorithms like Fixed-Priority
Rate-Monotonic (FPRM) scheduler. The algorithms are
briefly explained below followed by QoS analysis.

3.1. Round-Robin (RR) scheduling algorithm

The basic RR is a dynamic scheduling algorithm
that schedules the jobs in a circular order. Each re-
leased job is time sliced into time quanta and a slice of
every job is scheduled one-by-one. More advanced ver-
sions of RR consider the priority level of the tasks while
scheduling. Our application of RR algorithm does not
consider the priority or the criticality of the task. We
schedule our mixed-critical task-set using RR algorithm
and measure the QoS of the tasks after scheduling.

3.2. Fixed priority scheduling algorithms

Beyond simple algorithms like RR, in real-time
scheduling theory, it is necessary to know apriori
whether the scheduler can guarantee the correctness
of the task scheduled. There are two broad ap-
proaches for task scheduling in real-time systems —
static scheduling (clock-driven) and dynamic schedul-
ing (event-driven or priority-driven). Since our task
load is non-deterministic, we cannot use static schedul-
ing approaches. For further discussion, we will con-
sider priority driven scheduling algorithms in which the
priority may be static or dynamic. A static priority
scheduling algorithm assigns the same priority to all
jobs of a task while for dynamic priority algorithms, the
priority is assigned to every job at its release time. The
scheduling techniques considered in our work are dis-
cussed below.

e In the first approach, FPRM scheduling is applied
without considering the criticality of the task. The
tasks are assigned priority based on their period
t;. Tasks with smaller periods get higher priority.
When a higher priority job arrives, all lower pri-
ority jobs are stopped from executing and the high
priority job is scheduled. Since we did not con-
sider the criticality of the job, we will later show
experimentally that the QoS value of the deadline-
critical jobs degrades as the system utilization in-
creases.

o In the second approach, criticality-first FPRM, we
modify the FPRM scheduling to improve the QoS
of deadline-critical tasks. Priorities are assigned to
deadline-critical tasks first using FPRM and later
to QoS-critical tasks. Since the deadline-critical
jobs are assigned higher priority, this scheduler is
biased towards scheduling deadline-critical jobs.

Other Scheduling algorithms. Dynamic priority
scheduling algorithms such as Longest-Execution-
Time-First (LETF) and Shortest-Execution-Time-First
(SETF) algorithms assign priority based on the execu-
tion time of the jobs. The scheduling algorithms used
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in non real-time applications such as First-In-First-Out
(FIFO) and Last-In-First-Out (LIFO) assign priority to
the job based on their release time.

3.3. Response Time and QoS

The response-time of a job is defined as the dif-
ference between its completion time and release (or ar-
rival) time. For example, consider Figure 4. A job
with worst-case execution time ¢; = 2 is released at time
1 and its scheduled for processing at time 3, then the
response-time of the job is r; =342 — 1 = 4. The com-
plexity of calculating this response time for entire task-
set has a polynomial time complexity.

3.3.1. Response time bound. To reduce the computa-
tional complexity of calculating the response time, Bini
et. al proposed a method [5] to calculate the worst case
response time (upper bound) of sporadic tasks with ar-
bitrary deadline as

. < citYjcici(1—uj)
1_):j<i"‘j

=R}’ )

Here, the Rl’.‘b is the upper bound on the response time
for task 7;. Using Eq. (4) to calculate the worst-case
response time has linear time complexity. This tech-
nique reduces the computational complexity at the cost
of pessimistic response time bound.

3.3.2. Expected response time. The response time
bound calculated above gives us the worst case QoS. To
calculate the average case QoS, we use queuing models
to compute the expected response time of the tasks. We
consider the M /M /1 queuing model [2] to analyze our
task-set. The arrival time is assumed to follow expo-
nential distribution and the service time is taken as the
execution time ¢; of the task. If the mean inter-arrival
time is 1/A and the mean service time is 1/, then the
system utilization U is p = A/ where p < 1 for a fea-
sible system. If the arrival rate is more than the service
rate, the system cannot feasibly schedule all the tasks
before their deadline. Under these conditions, the dis-
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set with 100 sporadic tasks and system utiliza-
tion U =0.75.

tribution function of response time is given by
P(t)=P(ri<t)=1—¢ HI-PN ©)
and the mean response time is given by

_
u(l—p)

The parameters of the exponential distribution for
arrival time are chosen to approximate the distribution
of release time of the tasks. Figure 5 plots the ratio
of expected response time and the deadline of the tasks
and compare it with the ratio of the worst-case response
time and the deadline of the task in Figure 5. It can
be seen that the upper bound on the response time up-
per bound envelopes the expected response time of the
tasks. For our task-set of 100 sporadic tasks, 60 tasks
are guaranteed to be scheduled before the deadline and
the remaining 40 tasks experience increasing delay in
the response time. It should be noted that the distri-
bution is only an expected response time and does not
consider the actual experimental result.

Elr] = ©)

3.3.3. QoS calculation. The QoS of the task shown
in Eq. (2) is used to calculate the quality guaranteed
to each task for the response times. We calculate the
worst-case QoS using the response time upper bound
rf‘b values, the expected QoS using the expected re-
sponse time E[r;] and the actual run-time QoS via sim-
ulation. For calculating the actual QoS, we generate a
task-set with two types of tasks — deadline-critical and
quality-critical. We schedule the generated task-set us-
ing RR and FPRM scheduling algorithms and calculate
the QoS for each job and further for each task. The ex-
perimental results are shown in the next section.

4. Simulation Results

In this section, we validate our QoS function for
representing the mixed-criticality of the tasks via sim-
ulation experiments. First we calculate the expected
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and worst-case response bounds for the tasks without
scheduling them. Later we schedule them and calculate
the actual response time and the QoS of the tasks.

4.1. Experiment 1: Response time Calculation

We consider a task-set with 150 tasks. The overall
system utilization is U = };u; such that U < 1 where
up = min(?i,-,tﬂ' We perform the simulation for utiliza-
tion values u; ranging from 0.5 to 1.0 in increments
of 0.05. The period of the tasks in the system ranges
from 10® to 10° time units following lognormal distri-
bution. The system utilization is distributed among the
tasks using UUniFast algorithm [4]. For a desired num-
ber of tasks and system utilization, the UUniFast algo-
rithm generates a task-set with system utilization ran-
domly distributed among the tasks. The execution time
of the task is based on the utilization of the task and the
period of the task.

We implement only the FPRM scheduling tech-
niques to compare the expected response time and
worst-case response time (upper bound). First, we do
not consider the criticality of the tasks and implement
fixed priority rate-monotonic scheduling as discussed
in section 3. Second, we repeat the same experiment
sorting tasks by their criticality and then applying rate-
monotonic scheduling.

For analysis of the worst-case response time we
calculate the time taken to complete 50% and 90% of
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Figure 8. Comparison of experimental mean re-
sponse time and analytical expected response
time for FPRM.
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Figure 9. Comparison of experimental mean re-
sponse time and analytical expected response
time for criticality-first FPRM.

the tasks for both the scheduling algorithms. This sim-
ulation result is presented in Figures 6 and 7. From
Figure 6, we observe that while 50% tasks of all pri-
orities have lower response time at fully loaded condi-
tion (U = 1), we can also see that the high priority tasks
have significantly high response time. This is undesir-
able because guaranteeing a low response time for high
priority tasks is necessary. Figure 7 shows that 90% of
the high priority tasks have significantly lower response
time, but the downside is that 50% of the low prior-
ity tasks take significantly longer time to respond. This
could provide a very low quality of service for the low
priority applications.

Further, for varying utilization values, we plot the
expected mean response time of the tasks and the worst-
case response times derived using Eq. (6) for both the
algorithms and are shown in Figures 8 and 9. These
figures show the comparison between the experimen-
tal average response time of the tasks for different uti-
lization values and the analytical estimation of the re-
sponse time. When the system load increases, the queu-
ing model tends to overestimate the response time. Fig-
ure 9 shows sharp bumps in the response time between
different criticality classes, but the experimental aver-
age case is rather more smooth.
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Table 1. Average QoS of Mixed-critical task-set

Util. | Rate- Rate- Round-Robin
Monotonic Monotonic w
Criticality
High Low | High Low | High Low
0.5 1.0 1.0 1.0 1.0 1.0 1.0
0.6 1.0 1.0 1.0 1.0 1.0 1.0
0.7 1.0 0.999 1.0 0.999 1.0 0.999
0.8 1.0 0.998 1.0 0992 | 0.999 0.986
0.9 1.0 0877 1.0 0958 | 0.960 0.932
1.0 1.0 03815 1.0 0.737 | 0.813 0.837

4.2. Experiment 2: QoS Calculation

We consider an implicit deadline task-set of 150
tasks with periods arbitrarily chosen in the range
(100,500). The tasks are divided into two critical lev-
els with QoS function slope parameters k; of 1 and 0.1
for high and low critical tasks, respectively. The task-
set is scheduled for all three scheduling algorithms for
varying utilization rates. The system is overloaded be-
yond U = 1 and the average QoS of the tasks of each
criticality level is calculated.

Table 1 shows the average QoS of the tasks of dif-
ferent criticality for different scheduling algorithms. It
can be observed that the FPRM scheduling algorithm
which does not consider the criticality, balances the load
between high and low criticality tasks at overloaded
conditions. But, the criticality-first FPRM guarantees
the high critical tasks and then guarantees lower critical
tasks depending on the resource availability.

5. Conclusion

The use of real-time scheduling theory task models
for representing mixed-critical pervasive systems aids
us in quantifying the performance as well as the pre-
dictability of the system in terms of response time ex-
perienced by the user. Adding to this, a QoS value for
each such task of all criticality levels quantifies the qual-
ity guaranteed for each task. Such modeling gives the
service provider or the designer an insight on the worst-
case quality of the system. Given this knowledge, it is
easy to design admission control mechanisms for the
users in the system. The admission control procedures
can also be explicitly designed to guarantee a required
level of satisfaction for a given set of users/nodes, sys-
tem utilization and criticality of the tasks.

Following the initial success with common
scheduling algorithms, the QoS values for state-of-the-
art mixed-critical algorithms needs to be analysed. Fu-
ture work also includes, designing schedulers that take

QoS into consideration while scheduling jobs.
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