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Abstract—The US National Airspace System is currentlyoperat-
ing at a level close to its maximum potential. The limitation comes
from the workload demand on the air traffic controllers. Currently,
the air traffic flow management is based on the flight path requests
by the airline operators, whereas the minimum separation assur-
ance between flights is handled strategically by air traffic control
personnel. In this paper, we propose a scalable framework that al-
lows path planning for a large number of unmanned aerial vehicles
(UAVs) taking into account the deadline and weather constraints.
Our proposed solution has a polynomial-time computational com-
plexity that is also verified by measuring the runtime for typical
workloads. We further demonstrate that the proposed framework
is able to route 80 % of the workloads while not exceeding the sector
capacity constraints, even under dynamic weather conditions. Due
to low computational complexity, our framework is suitable for a
fleet of UAVs where decentralizing the routing process limits the
workload demand on the air traffic personnel.

Index Terms—Auir traffic, routing, conflict avoidance, simulation,
unmanned aircraft.

1. INTRODUCTION

HE Next Generation Air Transportation System
T (NextGen) [22] is a collection of new technologies
and tools provided by the Federal Aviation Administration
(FAA) to improve the safety and efficiency of the National
Airspace System (NAS). In addition to commercial, private, and
military aircrafts, the NextGen system considers commercial
unmanned aerial vehicle (UAV) or drone fleets. In this work,
we use the generic term ‘flights’ to refer to UAVs and aircrafts.

Each flight in the airspace requires efforts from air traffic
personnel for safe operation. Consider a scenario where a set
of flights are navigating a given region of airspace under the

Manuscriptreceived 18 February 2021; revised 31 May 2021 and 8 September
2021; accepted 5 October 2021. Date of publication 15 November 2021; date
of current version 22 July 2022. This work was partially supported by NSF
under Grants CNS-1545050, CCF-1725755, CNS-1818942, CNS-1850851, and
OAC-2104078. (Corresponding author: Zhishan Guo.)

Sudharsan Vaidhun, Zhishan Guo, and Jiang Bian are with the Department of
Electrical and Computer Engineering, University of Central Florida, Orlando,
FL 32816 USA (e-mail: sudharsan.vaidhun@knights.ucf.edu; zsguo@ucf.edu;
bjbj11111@knights.ucf.edu).

Haoyi Xiong is with the Baidu Inc., Beijing 100085, China (e-mail:
haoyi.xiong.fr@ieee.org).

Sajal K. Das is with the Department of Computer Science , Missouri Univer-
sity of Science and Technology, Rolla, MO 65409 USA (e-mail: sdas@mst.edu).

Digital Object Identifier 10.1109/TETCL.2021.3122743

, Senior Member, IEEE, Jiang Bian
, Fellow, IEEE

, Member, IEEE,

supervision of a control center. These flights may require re-
routing, adjusting elevation, and other run-time flight operations.
These flight operations are handled by air traffic controllers and
the capacity of the airspace is represented by the number of
aircraft operations per hour [5]. The overall system demand is
reflected by the total workload generated by these flights.

Workload models [16], [34] have been established to char-
acterize the workload experienced by the controllers, at the
granularity of individual sectors. Traffic-dependent workload
can be classified as transit workload, conflict workload, and
recurring workload. It has been observed that the conflict work-
load, typically resulting from collision avoidance operations, is
the dominant contributor to the workload and is most notable
in small sectors [35]. For routing a fleet of UAVs, the con-
flict workload can be a bottleneck preventing scalability. Ad-
ditionally, weather-induced constraints may increase the system
workload. Ensemble techniques have been adopted to obtain
better estimates of weather dynamics and, in turn, their im-
pacts on flight planning [4]. Nevertheless, the weather-impacted
airspace regions contribute to the demand and hinder scalability.
Developing strategic decisions to minimize the workload is
challenging because it involves long-term planning, dynami-
cally resolving conflicts in flight paths, diverting traffic away
from weather-affected regions of the airspace, and maintaining
minimum separation between flights.

This work focuses on the capacity of airspace sectors (called
sector capacity), which refers to the maximum number of flights
that can be handled by air traffic controllers in a time interval.
As mentioned earlier, the sector capacity is largely determined
by the workload incurred by air traffic controllers managing the
sector to maintain safety [34]. Among the safety constraints,
separation assurance is the safety invariant that requires a
minimum distance be maintained between any two flights at all
times. The conflict workload largely arises to meet the separation
assurance requirement. We combine the effects of weather and
the flight-related workload into a single parameter, based on
which the objective function is defined.

Specifically, we aim to develop a dynamic path planning
framework under uncertain weather dynamics such that the
utilized sector capacity is maximized. Informally, this can be
achieved by controlling two factors: (1) avoiding weather-
affected sectors where capacity is degraded and (2) assigning
non-interfering flight routes such that the workload stays within
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the sector capacity. While our proposed framework reduces the
demand on the air traffic controllers by avoiding situations that
require close monitoring, it complicates the routing process
significantly. Our preliminary investigation [32] addressed this
problem for a small region with constant and uniform flight
speeds. In [32], route planning for flights with uncertain sector
capacities was proposed using a D* Lite search to reduce the
re-computation costs. The proposed work provides a solution
thatis scalable to a larger region as well as with constrained flight
speeds. Although we consider weather and speed constraints in
this paper, we believe other constraints can be easily integrated
into the proposed framework.

Due to the emerging trend towards autonomous UAVs for
civilian and logistic purposes, the demand on air traffic con-
trollers is expected to grow rapidly. However, most of the ex-
isting works on flight path planning suffer from the following
limitations. They either consider only a single flight [11], [25]
or do not consider dynamically changing constraints [11], [20],
[25] or are not scalable to a large number of flights [10]. To
address these shortcomings of the existing works, we aim at au-
tomating the routing process, such that the air traffic controllers
can act as an oversight instead of manually de-congesting the
air space.

Contributions: This paper proposes a novel framework for
routing UAVs while considering constraints such as the shared
airspace, allowed flight speeds and weather-affected interfer-
ence. We also evaluate the framework in a simulation envi-
ronment of a autonomous fleet of UAVs delivering packages
between a set of locations. Specifically,

1) We define a novel cost function based on potential energy
fields, which captures information about the weather-
affected sectors and the contending flights.

2) We propose a priority-based contention resolution mech-
anism to support path planning for multiple flights on a
shared airspace.

3) We design a scalable scheme for global routing, utilizing
the speed profile and temporal information of flight paths.

4) We evaluate the performance of the proposed framework
by simulation experiments and explore the effects of
airspace size, number of flights, maximum flight speed
on runtime and routing success.

The remainder of the paper is organized as follows. Sec-
tion II reviews the related work. Section III describes models
to represent the airspace and flights, and defines the routing
problem with constrained sector capacities. Section IV considers
a simplified flight model and adapts traditional path planning
algorithms to address the problem. Considering a more general
case, Section V proposes a scalable algorithm for much wider
airspace region. Section VI evaluates the performance of the
proposed framework through simulation experiments. The final
section concludes the paper.

II. RELATED WORK

Extensive research has been conducted to optimize the air-
traffic routing. Here we categorize them into three major
groups—graph search [9], mathematical programming [40], and

reinforcement learning [24], [37]. Graph theory has been use to
solve routing problems such as de-conflicting optimal trajec-
tories [19], [31] and avoiding convective weather [18]. Then,
graph search techniques such as A* search [39] and geodesic
computation [6] are used to solve the objective. Similar to our
proposed work, route optimization framework under adverse
weather data was proposed by Schilke and Hecker [29] for larger
area with a long time horizon. However, such an approach is not
suitable for smaller sectors where time horizon is much shorter.
In addition to the routing objective, several constraints have been
considered, such as fuel burn and emissions [7], [23], [29] and
weather risk [38]. The presence of uncertainties have also been
investigated in the path planning procedures [3], [26].

Besides graph theory, integer programming techniques and it
has been used for optimizing the airspace based on different cri-
teria such as flight costs, travel delays, and throughput [28], [40],
[41]. Another alternative approach is the use of machine learn-
ing approaches such as long short-term memory (LSTM) [30],
reinforcement learning [14] and self-organizing maps [12]. Re-
inforcement learning techniques such as Q-Learning [33] and
their derivative algorithms such as multi-agent deep determin-
istic policy gradient (MADDPG) [24] and dueling double deep
Q-Networks (D3QN) [37] have also been proposed. In learning-
based approaches, the optimality of the solution depends on
the convergence rate and error tolerance, which may lead to
higher computational requirement. However, learning-based ap-
proaches have the benefit of updating the path continuously
whenever there is an update in the weather forecast data.

Besides routing frameworks, recent research has also fo-
cused on the use of accurate position and heading of flights,
better weather prediction models [15], [16], the usage of data
communication instead of voice communication [27], and flow
management programs like ground delay or en-route delay [38].
A detailed survey of optimal path planning techniques with var-
ious objectives (e.g., fuel savings, delay minimization, emission
reductions, etc.) is proposed in [42] and more recently in [10]. As
a more general case, the trend towards automation in unmanned
vehicles is surveyed in [21].

III. SYSTEM MODEL AND PROBLEM STATEMENT

This section introduces the models to represent the airspace
and flights and formulates the air traffic scheduling problem.

A. Airspace Sector Model

The airspace consists of contiguous sectors from the set S =
{$1,82,..., 8, }. It can be represented by a graph G = (V, F)
where the vertices are sectors and the edges are formed by
adjacent sectors. For any vertex or sector s; € .S, the subset
N(s;) C Srepresents the neighbors of s;. Thatis, Vs; € N(s;),
an aircraft can transit directly from s; to s; following the edge
eij = (si,s;) € E(G). Each sector has an associated sector
capacity, which represents the upper limit on the workload that
can be managed by the air traffic controllers. Sectors impacted by
weather conditions constraints reduce the capacity, and flights in
a sector consume the available sector capacity. To simplify the
demand-capacity relationship, we treat the capacity reduction
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A Origin
B Destination

Fig. 1. A sample representation of the airspace with sectors si, s2,..., 515
considering hexagonal grid. The highlighted sectors represent a flight path from
Sp to s7.

due to weather interference as the capacity being consumed by
the weather. Then, we quantify the relationship using a parameter
x;(k) which denotes the sector capacity of s; utilized at time k.

Although the altitude of the flight is not explicitly considered,
the airspace is modeled as a graph and does not restrict the
airspace to be two-dimensional. If the airspace is vertically
divided to represent multiple altitudes (also referred to as flight
levels), then the adjacent vertical sectors are neighboring sectors
and represented with an edge in the graph. In this work, the
airspace sectors are considered to be regular hexagons (i.e., with
equal sides and equal angles), and therefore the distance between
neighboring sectors is assumed to be equal to the Euclidean
distance (-, -) between the center of the sectors.

B. Flight Model

We consider aset of flights F = { f1, fa,. ..
fi € F is represented as

, fm }.Eachflight

fi = {ov, di, Dy, v]™™ 0]} (1)

where o; and d; respectively represent the origin and destination
sectors of the flight f;, such that o;,d; € S. The deadline D;
denotes the maximum allowed time to reach the destination d;.
The speeds v and v"*® denote the minimum and maximum
speeds of the flight f;. It is assumed that the flight does not
operate outside its speed range during the entire journey. A flight
path p; of f; from origin o; to destination d is represented by a
sequence of nodes in the graph G:

=l 1 o —
=01 =81,89, ..y Sise ey Sp s Spy 41 = 1))

such that the edge (s;,si+1) € E(G), for 1 <i < |p;|, where
|p:| is the path length.

Example 1: Fig. 1 illustrates an airspace with a flight
fi, origin sector o7 = sy and destination sector d; =
s7. The neighbors of the origin is given by N(so) =
{s1, 88, 89, $10, S11, S12}- A possible flight path is given by
p1 = {50, 51, 52, 53, 54, 55, 56, 57}

When multiple flights share the airspace, it is possible that the
flight paths overlap in space, although not necessarily in time.
For safety reasons, a minimum separation distance is maintained
between flights at all times during the journey. For flight f;, let
the minimum separation distance be X;.

TABLE I

SUMMARY OF NOTATIONS
Set of sectors S ={s1,...,8,5j,...,8n}
Set of flights F=A{f1,f2, -, fm}
Airspace G(V,E)
Sector capacity of s; utilized at time k z; (k)
Neighboring sectors of s; N(s;)
Distance between sectors s; and s; r(si,s5)
Length of the path from s; to s; along p; | 7;(s;,5;)
Cost to move from s; to s; at time k c(si, 55, k)
Potential functions Utot, Uatts Urep
Earliest and latest time for f; to reach s; tﬁi, té 4

C. Weather Model

The exact dynamics of weather and its impacts are unknown.
However, we assume that the impact on sector capacity follows
the weather-impact model [36] designed for analysing traffic
flow management problems. In the weather-impact model, the
probability of any sector s; € V(G) influencing the sector s;’s
next capacity (i.e., z;[k + 1]) is given by p; ;, where 0 < p; ; <
1and > jPij = 1. Once the influencing sector s; is chosen,
the sector s;’s next capacity x;[k + 1] is determined by the

Ay A,
70,0 “’*1}, where

2 x 2 local transition matrix A;; = |, -
%J1,1

Ai g, = p(@ilk + 1] = nlz;(k) = m).
Forexample, let so be the influencing sector for s; and 1 [0] =
1;20[0] = 0 be the sector capacities at the two sectors at time

4,71,0

k = 0. And assuming 4; o = [8?1 8(15} implies
plz1[1] = 0]ap[0] = 0] = 0.9
plz1[1] = 1|x0[0] = 0] = 0.1

Therefore, according to the weather-impact model, there is a
10% chance that the capacity of the sector s; will be blocked
due to the weather in the next time interval. The transition
probabilities p; ; and the influence matrix A; ; is calculated
from historic weather data. We use the weather-impact model to
generate weather data for simulation purposes as well.

D. Problem Statement

Given a graph G and a set of flights 7 = {f1, f2,..., fm}.
the goal is to develop a dynamic path planning framework for
each flight f; € F that generates paths p; with the objective

>

1<i<n,keZ+

minimize max (x;(k) —1,0)  (2)

such that, Ipr|/v]" " < Dy (3)

Inequality 3 is a necessary constraint for the proposed path p;
to be feasible. It states that the flight f; must be able to reach the
destination d; within the deadline D;, subject to the speed limit
of v]"** The sector capacity z; (k) is affected by both weather as
well as the flights. The objective is to minimize the utilized sector
capacity from exceeding above 1 for each sector. The objective
function can be minimized by avoiding weather-affected sectors
as well as by avoiding multiple flights from being in any sector.
By minimizing the objective function, the workloads for the
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air traffic controllers arising from flight interference as well as
weather-impact are both minimized.

IV. PATH PLANNING IN A LOCAL REGION

In order to solve the flight path planning problem, spatial
and/or temporal conflicts are to be resolved when the flight paths
overlap in case of multiple flight routing. In this section, we
first consider a simplified flight model and map the problem
to the shortest path problem in graph theory. Next, we propose
a cost function to represent dynamic obstacles and a suitable
graph search algorithm. Finally, we propose a solution to handle
multiple flights as well as weather-affected sectors.

A. Simplified Flight Model

We make two simplifications to the flight model in (1) and
map the problem to the shortest path problem. Specifically, we
restrict the flight speed to a single fixed value and eliminate the
deadline requirement. That is, vlm"" = v"** = v is the constant

flight speed and the deadline D; = oc. (1) is then re-written as:
.fl = {Olydla 0, U, U}avfl eF

Note that we only simplify the flight model, but consider the
same weather model. Since the flight speeds and deadlines do
not have any influence in the routing procedure, we will use the
simplified flight model defined in (4) for the remainder of the
section.

fi=Ho, di},Vfie F “4)

For this simplified formulation, traditional routing techniques
can be used although they must be modified to account for sector
capacity while planning paths. The following subsections intro-
duce the D* Lite path planning algorithm and our modifications
to meet the sector capacity requirements.

B. Cost Function

Graph-based path planning algorithms require to define
(application-specific) cost function c(s;, s;) for transition from
a sector s; to another sector s;. This subsection first describes
the requirement for cost function and drawbacks of a static cost
function. Then it introduces potential fields to allow dynamic
cost functions, and defines a cost function for path planning
problem based on the potential fields.

The cost function in graph-based path planning techniques
require the condition: ¢(s;, s;) > 0. Traditionally, the cost func-
tion in routing algorithms is the Euclidean distance metric, with
the exception that the distance to the obstacle vertices (sectors)
carries an infinite cost. Such a metric is suitable when the under-
lying graph parameters are static. However, in our application,
the obstacles are dynamic and uncertain. In the reminder of the
subsection we propose a novel cost function that captures the
uncertainty of the obstacles. Later, in Section I'V-C, we adapt
a dynamic path planning algorithm to utilize our cost function.
Fig. 3(b) demonstrates the improvement in the flight path using
our proposed cost function.

Fig.2. A sample potential field for the example graph in Fig. 1. The potential
is the highest at the obstacle sectors and the lowest at the target sector. The
intensity of the color represents the potential with a brighter color representing
higher potential than the pale regions.

Potential functions have been extensively used in global path
planning algorithms [17]. The potential function approach is to
construct a potential energy surface over the area considered
for path planning with the goal to find the point(s) with the
lowest potential energy. The points in the energy surface with
the highest energy represent the obstacles. Two major compo-
nents that combine to form the potential energy surface are: the
attractive potential (U, ) and the repulsive potential (U,.)p). Let
the potential function associated with an aircraft at sector s; at
time instant k be given as:

Ut()t(siv k) = Uatt(si) + U’r‘ep(siy k) ©)

Attractive Potential: The attractive potential Upy(s;) at s; is
proportional to the square root of the Euclidean distance r(s;, s4)
between s; and the destination sector d; of flight f;. Thus,

Uatt(si) = Kaut v T(Si, dl) (6)

where kq;; € R is the attractive potential constant. The attrac-
tive potential is chosen to be a quadratic function so that the
magnitude of the slope increases as the flight approaches the
destination. At destination d; for flight f;, we have r(d;, d;) = 0
which implies U, (d;) = 0. Moreover, since the attractive po-
tential depends on the goal sector, U, (d;) at any given sector
s; does not change due to obstacles. Note that the attractive
potential is independent of the time instant k, since it only
depends on the distance to destination.

Repulsive Potential: The repulsive potential U,y (s;, k) is
used to repel the aircraft away from obstacles, which in our
case are the blocked sectors. The repulsive potential must be
designed to prevent the aircraft from approaching the blocked
sectors; it is chosen to be a two-dimensional Gaussian function
with the constrained sector as its center. The amplitude and the
spread of the Gaussian function are design parameters to adjust
the intensity of the repulsion and its range of influence in the
energy surface. The repulsive potential at sector s; at time &k due
to other sectors in the airspace is given by

Urep<si; k:) = Z krep,jxi[k]exp(w> (7)

o
s;€8 rep

where k., ; € RT is the repulsive potential amplitude and
Orep,j € R is the spread of the Gaussian function.

The parameters k., and 0,, together minimize the sector
capacity x; (k) used for any s; at time k. A larger value of o, ;
denotes a wider spread and is proportional to the uncertainty of
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Paths generated using a static cost function and our proposed cost function for a flight navigating in an airspace with 127 sectors and randomly generated

obstacles. (a) The flight paths resulting from using a static cost function and the proposed cost function is shown along with weather-affected sectors highlighted
in red. (b) A map of g values showing the cost to the destination using the proposed cost function.

(a) At time k =0 (b) At time k =1

(c) At time k = 2

(d) At time k=3 (e) At time k = 4

(f) At time k =5

(g) At time k =6

Fig. 4.

(h) At time k =7

(i) At time k=8 (j) At time k=9

A sequence of snapshots of an airspace showing the dynamic updates using Procedure 1 to route 3 flights. The projected flight paths from the current

sector to the destination are represented by arrows. The weather-affected sectors are represented by colored sectors and their dynamics (from Sub-section III-C)

causing them to move directionally with time.

the weather at a given sector s;. Larger values force a larger
separation between flights and the weather-affected sectors,
thereby minimizing x;(k). Note that o, is chosen to be at
least 1 to guarantee a minimum separation of at least 1 sector
between the flights and obstacles.

Example 2: Consider a flight fo with origin o at s¢ and
destination do at s1g. Sectors s1, S2, s3 and s4 are congested
or restricted to fly. In such a scenario, the flight path py; =
{50, s12, 13, S14, $15, S16, S17, S18 } avoids congested region in
the airspace. Fig. 2 illustrates the potential field.

Note that a simple gradient descent approach on the potential
surface might seem natural to compute the shortest path. How-
ever, the potential field functions suffer from the local minima
problem. The occurrence of local minima in the potential energy
surface can prevent the gradient descent approach from reach-
ing the global minimum which in our case is the destination.
Graph-based path planning algorithms, however, have no such
problem and are guaranteed to find a path to the destination, if
there exists one.

Cost Function: With the potential energy surface constructed
using the attractive and repulsive potentials, we map a rela-
tionship between the potentials and the edge costs for the path
planning algorithm. Based on the definition of edge cost for
D* Lite in [13], the edge cost to transit from s; to s; is 0 <
¢(si,5;) < oo. Inour application, the edge cost also depends on
time k; and is denoted as (s;, s;, k). Based on the requirements
for our application, we define the cost function as follows:

r(si, sj)
ifzi(k) = & Uiot(sir k) > Usor(ss, k)
(50,55, k) = T(Siasj) + Utot(sj»k) — Utot(si, k)
v ifa;(k) 1 & Usor(sik) < Upor(sj, k)
7(8i,55) + Utot(85, k) — Uate(54)
otherwise

®)
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Fig. 5. Multi-flight path planning in a global region showing 3 flights along
with their valid regions (dashed ellipses) and their flight paths (shown using
arrows) with obstacle sectors.
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Fig. 6.  Overview of the simulation setup.
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Fig. 7. Distribution of the distance between any pair of flights at any point
during their journey.

If the current sector s; is blocked and is at a higher potential
compared to the next sector s;, then the cost to travel is equal
to the distance cost. This first condition is to enforce the path to
travel away from block sectors. The second condition is the case
when the current sector s; is unblocked and the next sector s; is
at a higher potential. Then the cost to travel to s; is the difference
in potential in addition to the cost of the distance. This second
condition is to prevent being stuck in a local minima where the
additional cost penalty is paid to escape the minima. For all other
case, the cost is distance cost in addition to a potential difference.
Note that the repulsive potential of the current sector is ignored.

40 A 40
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Fig. 8. Distribution of minimum distance between any flight and weather-
affected sectors at any point during the journey.

Having the cost function defined, we are ready to propose our
path planning algorithm to compute the flight paths. Before pro-
ceeding further, let us briefly mention the the D* Lite algorithm.
(For further details, please refer to [13].)

C. D* Lite Algorithm

For any given sector s; € .S in the airspace graph, the D* Lite
algorithm maintains two cost estimates. The first estimate g(s;)
is the shortest path from the origin sector to s;. Since we do not
know the actual cost of shortest path to s;, we use the Euclidean
distance as the estimate: g(s;) = 7(s,, ;) where s, is the origin.
The second estimate rhs(s;) (refer to (1) in [13]) for flight f; is
a ‘look-ahead estimate’ given by

0 if S; = 0y
rhs(s;) = ) , , )
mingepn(s,) 9(s") + (s, s;) otherwise

where ¢(s', s;) is the cost to travel from s to s;. When the two
estimates g(s;) and rhs(s;) are different, the sector s; in the
graph is marked as inconsistent and is placed in a priority queue.
The shortest paths through inconsistent sectors are calculated,
and the sector with a shorter path gets a higher priority in the
queue. Updating the g and rhs estimates of the inconsistent
sectors may result in additional inconsistent sectors, which
are then placed in the priority queue. The queue is iteratively
processed until the shortest path to the destination is found. If the
priority queue is empty and there is a path to the destination, the
estimated value of g reaches its actual value of g*. When an edge
cost is changed, the g estimate is updated, causing it to deviate
from the rhs estimate. As mentioned earlier, the inconsistencies
are resolved iteratively until all sectors are consistent again.
Two essential features of the D* Lite algorithm that make it
suitable for our route planning problem are: (1) Exploration of
the entire graph is not necessary. The map exploration procedure
starts from the destination and terminates when a path is found
from the current sector. The exploration process only updates
the neighboring sectors and, among those, only the inconsistent
sectors are further processed. (2) When the map changes due to
updates in the weather information, the changes are propagated
to the current sector. Such propagation eliminates the need for
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recomputing the path from scratch and updates only a minimal
set of sectors to get the updated path.

D. Path Planning for a Single Flight

With the transition cost between adjacent sectors defined, we
apply the path planning algorithm for the case of a single flight
in the airspace. As mentioned in the previous subsection, there
are two cost estimates g and rhs, where g(s;) is the cost from

the origin to s;. The cost estimate for every sector is dynamically
calculated using the D* Lite algorithm.

Dynamic Updates: The generated path is based on the current
information of the blocked sectors in the airspace. However, as
the path is traversed, updates to the sector capacities may require
recomputation of the path.

Example 3: To illustrate the working of the algorithm for
a single flight, we consider an airspace with 127 sectors with
randomly chosen blocked sectors. The origin and destination
sectors of the flight are randomly chosen as ssg and sgy, re-
spectively. In Figure 3(a), the flight path using distance-based
static cost function is represented in dark blue, while the path
using the proposed cost function is in light blue. Note that the
proposed cost function leads to a longer path, which maintains
a safe distance from the weather sectors, should they move
towards the planned flight path. However, the red path does not
maintain a safe distance and thus is susceptible to frequent path
changes. Based on the weather at a fixed time, the estimated cost
g(s) for a complete map is shown in Figure 3(b), in which the
cost is calculated only at relevant sectors due to the dynamic
computation of D* Lite.

E. Path Planning for Multiple Flights

In this subsection, we extend the framework to include multi-
ple flights. Air traffic scheduling is a resource-sharing problem
with multiple flights competing for the same set of airspace sec-
tors. We use priority-based content resolution to avoid conflicts
among flights.

Priority Levels: As mentioned in the flight model in Sec-
tion I1I-B, each flight f; has a deadline D; € R™. Based on the
origin and destination, assuming there is no interference due
to weather or from other flights, it is possible to calculate the
shortest distance to destination and the corresponding time taken
M; € R*. Then, the slack time of the flight f; € F is defined
as the difference between the deadline D; and the shortest time
M;. That is,

slack; = D; — M, )

The slack time refers to the amount of time the flight can afford
to waste on its route to the destination. Based on the slack time
of the flight, a priority level m; € Z is assigned,; the lower value
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Procedure 1. Path planning for local region.

Input: Origin and Destination for all flights
1 for each flight do
Calculate slack using Equation (9);
Assign priority following Condition (10);
Current sector = Origin;
Calculate potential fields using Equations (5, 6, 7);
Calculate the edge costs using Equation (8);
end
for each flight do
while Current Sector # Destination do
Compute shortest path using D* Lite;
Current Sector = Next sector;
Update obstacles, potential fields, edge costs;
end

e ® Nt R W N

i e
W N =S

14 end

has the higher priority. The flight with a lower slack time receives
a higher priority level. Therefore the priority given to the flights
must satisfy

Y11, fm € F,slack; < slack,, <~ m < mp, (10)

If two flights have the same slack, the tie is arbitrarily broken.

Flights as Obstacles: Generally, blocked sectors are not under
the control of the flights and are therefore treated as obstacles,
and a path is planned to avoid the obstacles. Under a given
priority assignment, the path of a flight with higher priority is
unaffected by the lower priority flights. Alternatively, the priority
levels imply that a lower priority flight cannot occupy a sector
occupied by a higher priority flight. For this reason, the sectors
occupied by higher priority flights are treated as obstacles by the
lower priority flights.

Procedure 1 presents the overall path planning framework for
multiple flights in a local region. In this procedure, the D* Lite
is the underlying path planning algorithm. As shown by experi-
mental results in [ 13], the D* Lite algorithm is at least as efficient
as the D* algorithm. Thus, the computational complexity of the
initial setup and subsequent runtime adaptations in Procedure
1 are the same as D* Lite which is O(n) following Theorem 1
in [13]. The computational complexity of recalculating the cost
function is O(n?).

Let us illustrate the multiple flight path planning framework
with an example that applies the D* Lite method.

Example 4: Consider an airspace with a radius of 7 sectors re-
sulting in 127 sectors, and assume 3 flights. The flights f1, fs, f3
have their origins at sectors sg2, S31, and Ss1g4 respectively and
their destinations at svs, S22, and s161 respectively. The flights
and their initial flight paths according to Procedure 1 are shown
in Fig. 4(a). The blocked sectors represent the weather-affected
sectors, whose dynamics follow the assumptions made in Sub-
section III-C.

Flight f; gets a higher priority and has its shortest path p;
to the destination. Whereas, flight f5 has a lower priority, and
the total cost of the flight path to go around f; is larger than
the cost to go through it. This results in a path p for fo which

intersects with p;. The third flight f3 is relatively unaffected by
the higher priority flights due to its distance from the flight paths.
However, following Procedure 1, the flight path calculation for
ps considers the paths p1 and ps even though they never interfere
directly. At time £ = 0, the initial flight paths are planned after
resolving the priority levels for each flight. According to the
simplified flight model, the flights travel at the same speed. At
time k = 3, due to the blocked sector at so, the flight path for
f2 is dynamically updated to avoid s5 and follow via s;. Note
that the re-computation updates only the sectors that are relevant
to the path (e.g., the sectors behind the flight). The sequence of
sub-figures in Fig. 4 shows the entire traversal.

V. PATH PLANNING FOR A GLOBAL REGION

In Section IV, we considered a simplified model and adapted
existing path planning solutions to solve the problem. However,
for the D* Lite-based approach, the cost function for each edge
depends on all vertices in the graph. This is not scalable for
larger graphs and can only be used for smaller geographical
regions. In this section, we consider the original flight model
(see Sub-section III-B), show how to restrict the considered
airspace for each flight, and design a scalable routing algorithm.
The proposed framework works in three stages: (1) to limit
the airspace considered by a flight, we calculate the feasible
region that reduces the map size and memory consumption; (2)
we identify the pairs of flights that interfere spatially; and (3)
we attempt to isolate the flights spatially, and if that fails, we
temporally isolate the flights. If temporal isolation is not feasible,
the flight will interfere; and it is the only scenario where the air
traffic controllers interfere.

A. Routing Feasibility

The local routing algorithm requires information about the
surrounding sectors. However, not all sectors can interfere with
the flight. This is also evident from the map of g values as
illustrated in Example 3 (Fig. 4). Therefore, to improve scal-
ability, we identify the valid region of the flight. The flight
model restricts the speed of the flight by an upper limit and also
has a deadline by which the flight has to reach the destination.
Combining these two restrictions help decide the maximum
distance the flight can move away from either the source or
the destination. We first define a valid path for a flight such that
the flight can reach the destination subject to those restrictions,
and then define a valid region within which the path resides.

Valid Path: Consider a flight path p; given by

pr=((s1,52), (52,53) .., (Sks Skt1))

Then p; is a valid path if

37! € (T(Szﬁsz#l)’T(Si;8i+1)>s't' Z <D ()

pmaz ,Umin
l l 1<i<k

where T} is the time traverse the edge (s;, s;11) by flight f;.

Informally, for flight f;, any path p; is a valid path if the edges
in the path can be traversed while maintaining the flight speed
v € [y, pmaT],
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Definition 1 (Valid region): A valid region for a flight f; is
represented by a subset of sectors R; C S such that each sector
s; € Ry follows the following condition

d(oy, ;) + r(si, dy) -

max -

v

Dy (12)

Remark 1: The valid region R; forms an elliptical region with
the origin sector o; and destination sector d; as the foci of the
ellipse.

Remark 2: Any valid path p; of a flight f; lies within its valid
region I?;.

B. Flight Interference

The repulsive potential used in the D* Lite-based approach
in Section IV is due to other flights and sectors blocked owing
to the weather. However, for routing, not all flights need to be
considered. In this subsection, we attempt to spatially isolate
the flights. If spatially isolation is not possible, then we identify
such flights for further processing. Due to the dynamic nature
of these obstacles, the sector capacities affected by these ob-
stacles also vary in time. Since we are modeling the flights as
obstacles, to guarantee minimum separation, the information of
the entire graph is required when using traditional path planning
algorithms. However, according to Condition 12, the valid flight
has to exist within the valid region. Following Remark 2, two
flights cannot obstruct each other if their valid regions do not
overlap. Thus, it is sufficient to consider only the flights whose
valid regions overlap to account for interference during path
planning.

Interfering Flights: The interfering flights for flight f; € Fis
defined as

Iy = {filRi N Ry # ¢}

Equation (13) gives the set of flights interfering in the spatial
domain. To calculate the window of temporal interference be-
tween two flights, we first calculate the time interval (¢, ¢ +)
at which a flight can exist in any sector in its valid region.

Calculating the Time Interval: Given a path p;, the earliest
time when the flight can reach the sector s; is given by t!_.
This earliest time is the time taken to reach s; from the flight’s
origin at 0; = s at its maximum speed v;*“* along the path p;.
Note that the distance calculation is pessimistic since the flight
may not necessarily travel at its highest speed, implying the
flight will arrive later than expected. Additionally, the assurance
of separation has to be guaranteed as mentioned in Subsection
II1-B. To account for separation assurance, a flight f; is said to
have reached s, if it has reached its previous node s; in the path.
This is because when the flight is along the edge (s;, s;), there
can be no other flight in sector s;. Formally, the earliest time is
given by

13)

(o1, 85) — 11(8i,8;5)
U;n(l.’ﬁ

th = (14)

where s; = sé-; 8 = 5571 and {sé,séfl} € p;. The function

ri(8i, s;) is the distance between s; and s; along the path p;.

Procedure 2. Path planning for global region.
Input: f;,S,G
1S =
2 for each flight f; do
Calculate valid region R; using Condition (12);
Calculate interfering flights /; using Equation (13);
p; = CalculateFlightPath( f;, 1;);
F <+ FuU {fl};
end

N N AW

Similarly, the latest time ¢}  aflight can be in sector s; such
that it can meet its deadline, is given by

(i, di) — (54, 85)

max
i

th, =D — (15)
where s; = sl;s; = st and sl sl € pp.

Consider two interfering flights f;, f,,,, where f,, € I;. Let
si € Ry N R,, be a sector where both flights interfere. Either
of the following conditions are sufficient to guarantee temporal
isolation (i.e., two flights do not overlap temporally):

tiy <tPVfm € 11,5 €S, (16)

th <t Vf, €l,s €8. (17

C. Weather Interference

The sector capacity can be affected for reasons other than
interfering flights, e.g., restricted no-fly zones and weather con-
ditions. In case of bad weather conditions, based on an ensemble
forecast, the time interval(s) during which the sectors can be
affected can be interpreted. By representing blocked sectors in
terms of time intervals, the weather-affected sectors can all be
treated as one large high-priority flight.

The weather is represented as flight f,, whose path is un-
known. The sectors affected by the weather are represented by
the region R,,. Note that the sectors in the region R, may
not be contiguous. A single weather entity can represent mul-
tiple weather clusters. When calculating flight interference, the
weather-affected regions are treated as high-priority interfering
flight. As the weather information is updated, the region R,, is
updated accordingly. Correspondingly, the values ¢;” and ¢;”,
are calculated for s, € R,,.

D. Algorithm for Global Routing

The algorithm for global routing starts by processing flights
based on their priority ordering, which is first-in-first-out. The
weather is treated as the flight with the highest priority. Pro-
cedure 2 presents the algorithm for global routing. For each
flight f;, the first step in the procedure calculates its valid
region IR; given by Condition (12). The second step is to find a
set of interfering flights. Since the flights with lower priority
are not routed yet, only the flights with higher priority than
fi are considered for calculation. With the interfering flights
calculated, Procedure 3 determines the flight path.
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Procedure 3. CalculateFlightPath.
Input: fla Il’ Rl

1 Xp RN U Px);
fa €L
2 Construct G; such that V(G;) = Ry;
3 for s; € X; do
4 p;'* <—shortest path from o; to s; in Gy;
5 Calculate ¢! given the path pf*;
6 pﬁ «—shortest path from s; to d; in Gj;
7 Calculate ¢! ., given the path pf*;
8 end
9 for f, € I; do
10 Ve o
11 for s; € X; do
12 Calculate t§_, 7, ;
13 if (th, <t7) or (t7, <t!_) then
14 | Ve VaUss
15 end
16 R+ R -V,
17 end

[
o

Construct GGy such that V(G)) = Ry;

if path p; exists from o; to d; in G; then
‘ return py;

else
‘ return False;

end

N N o
SRR B

The sub-procedure to determine the flight path p; for a flight
f1, given the set of interference flights, is presented in Procedure
3. The first step is to find the set of nodes where the flight paths
interfere with the valid region R;. Next, for all these interfering
nodes, the earliest time to reach and the latest time to leave are
calculated for each flight. A new subgraph G is then constructed
with only the nodes that do not interfere temporally. If a path
exists from the origin o; to the destination d;, then it is returned.

Computational Complexity: The computational complexity of
the global routing algorithm is O(mn?(m + logn)), where m
is the number of flights, and n is the number of nodes (sectors)
in the airspace. The computational complexity depends mainly
on the size of the valid region R;. Although the valid region can
cover the entire airspace, suitably chosen deadlines, and flight
speeds reduce the size of the valid region significantly. This
directly influences the complexity contributed by lines 3-8 in
Procedure 3. Lines 5 and 7 calculate the shortest path using
Djikstra’s shortest path algorithm.

Example 5: Using Example 4 in Section IV, let us illustrate
Procedures 2 and 3. The origin of the three flights considered are
at sectors sga, S164, and soo respectively; and their destinations
are at Sys, S161, and s3p respectively. The min. and max. speeds
of the flights were fixed as 1 and 2 respectively. The deadlines
for the flights are 5.5, 3, and 4.5 time units. Fig. 5 illustrates
the valid regions of each flight. It can be seen that flight fo
from s1¢4 to s161 has a valid region that does not interfere with
flights f1 and f5. Therefore, the path planning for flight f5 can
be performed independently with no other information required

about other flights. However, for flights f; and f3, the valid
regions intersect and their paths temporally intersect. Flight f;
has a higher priority based on the flight indices, and the path for
flight f3 is curved around to temporally isolate from the flight f7.
For example, at sg, both flight paths intersect. The time interval
for flight fy at s¢ is [2, 3] and for flight f5 it is [3,3.5]. These
are non-overlapping time intervals. Flight f; leaves the sector
sg and reaches s5 before flight f3 reached sector sg.

VI. PERFORMANCE EVALUATION

In this section, we present the simulation environment and the
workload generation procedures used to evaluate the proposed
framework. The parameters for workload generation and the
simulation settings are selected based on specifications of exist-
ing delivery drones. Next, we conduct two sets of experiments.
The first experiment is to evaluate the impact of the proposed
cost function against a baseline cost function. For the second
experiment, we setup two solution frameworks representative of
the existing solutions. We use multiple computation and routing
metrics to compare our proposed framework against the existing
frameworks.

A. Simulation Environment

As shown in Fig. 6, the simulator generates the airspace
and the flight workload. The airspace generator generates a
representative airspace model based on the required dimensions
and the set of blocked regions. The airspace model is a graph
structure implemented using Networkx [8]. The Networkx
package performs most of the required graph operations, such
as finding the shortest paths. For simulating the workload, the
flight parameters are provided as input, including the minimum
and maximum speed of the flights, the number of flights to be
simulated, and the maximum allowable distance between the
origin and destination sectors. The workload generator generates
the required number of flights and adds them to a FIFO queue.
(The parameters for workload generation are discussed in the
next subsection.) The simulation module implements the global
path planner with the airspace model and the flight queue as
input, as discussed in Procedure 2. The generated flight paths are
optionally visualized using a graphical interface. The simulator
also keeps track of the simulation time of various parts of the
simulation using Python’s inbuilt time .process_time.

Size of the Airspace: The size of the hexagonal airspace
chosen in the simulation is designed to have an apothem of
16 miles which translates to an area of 887 square miles.! By
choosing the distance between adjacent sectors to be 0.16 miles,
the airspace is represented by a set of 30,301 sectors.

Deadline and Speed Limits: According to the operating rules
for drones provided by the FAA’s part 107, the maximum speed
of a drone cannot exceed 100 mph. The Amazon Prime Air [2]
and the Airborg [1] are rated for a maximum horizontal speed
of up to 50 mph and can fly up to 10 and 7 miles, respectively.
Given that the distance between sectors is 0.16 miles and the

'In comparison, the largest city by area (Jacksonville, Florida) in the contigu-
ous United States is 875 square miles.
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flight range is up to 10 miles, a flight path in our model can
be as long as 63 sectors. In the simulation, we assume a cruise
speed between 10 and 20 mph. We use the parameter J to control
the distance of the destination from the origin while generating
flight models to reflect real-world capabilities.

The simulator is executed on a Linux machine with 8-core
16-thread Intel Core 19-9900 K CPU @3.6 GHz and 32 GB
system memory. Although the CPU is multi-core, the simulator
is not designed to use multiple cores. Since the simulation is
CPU-intensive, 8 parallel instances of the simulator are run to
maximize the system resource utilization.

B. Workload Generation

A set of flights is generated following the flight model de-
scribed in Subsection III-B. We introduce a derived parameter ¢
in addition to the flight model parameters. Although the flights
are randomly generated, the origin and destination sectors satisfy
the following condition.

T(Ol,dg) <4 (18)

The parameter ¢ effectively limits the length of the flight paths.
If no limits are in place, the origin and destination sectors of the
flight could be at the opposite ends of the entire airspace and do
not reflect a realistic scenario. The following parameters control
the workload generation.

e Number of flights in the system m € {5, 10, 20, 50, 100}.

e Distance threshold 6 € {5, 10, 20, 50, 100}.

® Minimum flight speed is chosen as v™" = 10 mph.

® Maximum flight speed is chosen

{20, 30,40, 50, 60 }mph with 20 mph as the default.
e Deadline of the flights is assigned « - (0;, d;) where a €
[0.75,1.25].

For weather, we have used the dynamic stochastic weather
model proposed for air traffic management [36]. The parameters
of the model are chosen to provide a random directional bias to
the movement of the weather.

We perform two sets of experiments. The first set evaluates the
proposed cost function and its effect on the distance separation
during flight using the local path planner. This is evaluated under
a varying number of flights and airspace size, and the aggregate
results of 20 iterations under each setting are reported. The
second set of experiments is performed for 100 iterations under
each combination of the settings using the global path planner.

from

C. Experimental Results

First, we present the performance of the local planner pro-
posed in Procedure 1, where we use a novel cost function includ-
ing the weather information and distance metrics. Traditional
path planning algorithms consider infinite cost for moving into
an obstructed space — it is treated as a baseline in our work. We
evaluate the distance to other flights in the airspace as well as to
the weather-affected region.

Figs. 7(a) and 7(b) show the distribution of the distance
between any pair of flights in the airspace. Figs. 8(a) and 8(b)
show the distribution of the closest distance of any flight to a
weather-affected sector at any point in its journey. The general

trend is that the proposed approach maintains a safer distance
while ensuring the distance between flights never reaches 0.
However, the distance to weather cannot be guaranteed to be
non-zero. This can be explained by the fact that the weather
dynamics are known probabilistically at best, and can result in
a situation where weather-affected sectors surround a flight. It
is also observed that as the airspace gets larger, so does the
average distance between the flights. This is due to the fact that
the density of flights in the region decreases, and there is more
room for path planning without interference.

Since the proposed methods are designed for unmanned
aircraft and we aim to perform the routing locally on the air-
craft, we choose the runtime of the algorithm as a performance
metric. Additionally, we measure the ratio of flights success-
fully scheduled. In Fig. 9(a), using a boxplot, we exhibit the
runtime with varying number of flights (/) and the distance
threshold (). It can be observed that the overall trend remains
the same with increased number of flights. However, as ¢
increases, the trend also gets amplified. Flights with larger §
value have a larger valid region and as a result have a higher
chance of interfering with other flights. In the extreme case
of § =100, the flight path distance is equal to the airspace
radius, resulting in interference with almost every other flight
in the airspace. Increased interference diminishes the advantage
of performing routing in a local region. However, it is also
seen that over 90% of the workload is schedulable within 5
seconds. Here the runtime is the sum of computations for all the
flights.

Using a box plot, Fig. 9(b), shows the success rate of routing
the flights for varying number of flights (1) and distance limits
(). Similar to Fig. 9(a), as the distance limit increases, the
success rate begins to drop drastically, but the overall trend
remains the same as the number of flights is increased. From
the box plot, it is observed that the majority of the workload is
routed except for the few outliers. From Procedure 2, the main
reason for arouting failure is that there is no path where temporal
overlap does not happen. This is critical in a two-dimensional
map since there is no way to avoid a spatial and temporal overlap
in flight paths. Such failed flights can be added back to the queue
for re-routing, or the altitude levels can be considered by adding
vertical dimensions to the graph to include the altitude levels.
In either case, the demand for sectors due to these flights can be
managed by air traffic controllers.

Figs. 10(a) and 10(b) show the variation of runtime and
success ratio with the maximum speed. The minimum speed
for a set of 20 flights is set a 10 mph, and the deadline for
the flights is chosen as described in the workload generation
procedure. The simulation runtime increases with increasing
maximum speed. Such increase can be attributed to the widening
speed range as the maximum speed limit increases, leading to
increased interference while routing. Fig. 10(b), demonstrates
that as the maximum speed limit is increased, the success ratio
increases sharply. This trend can be attributed to the resulting
larger valid region for each flight. A larger valid region allows
for more possibilities to identify non-interfering flight paths.

Next, we compare our proposed framework against two com-
monly used frameworks for multi-flight routing.
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1. Reinforcement Learning: Reinforcement learning-based
frameworks have been proposed for routing by similar existing
works [24], [37]. To compare against such frameworks, we chose
the Q-learning algorithm [33] with a fixed state space. We did
not choose its neural network-based extensions to avoid bias
from the size of the neural network. A larger network size may
have better performance, but at the cost of memory usage. Since
we are evaluating the scalability of the algorithms, we chose an
approach with minimal variation in memory consumption. The
state-space of the Q-learning formulation is of size n + 2 -m
which includes the sector capacity x;(k) of n sectors, current
sector index and the destination sector index of m flights. The
output of the Q-learning algorithm gives the index of the next
sector for m flights. We trained the Q-learning algorithm until
the convergence is under 0.1 for all settings. The algorithm was
tested under dynamic weather conditions and online learning
was enabled.

2. Integer Optimization: We use a mixed-integer program-
ming formulation to represent the routing problem. The opti-
mization problem is implemented using the CVXPY framework
and the Gurobi solver is used to solve the problem. We also
optimized the solver by trimming the variables and constraints to
account of unreachable sectors and weather-affected sectors. As
an example, for n = 331 sectors and m = 10 flights, the solver
had 49650 variables and 97665 constraints after trimming. We
limited the optimality gap of the solver to 1% and enforced a
time limit of 10 minutes before declaring failure on a processor
with 8 logical cores.

Finally, Fig. 11 compares our proposed framework against the
Q-learning algorithm and a mathematical programming tech-
nique. As the number of flights increased, the runtime increased
linearly, however, with an increased variance. Interestingly, as
the number of sectors in the airspace increased in Fig. 11(b), the
runtime increased dramatically with occasional outliers.

VII. CONCLUSION AND FUTURE WORKS

The air transportation system traditionally includes com-
mercial passenger flights and military flights as its primary
consumer. More recently, unmanned aerial vehicles (UAVs)
and commercial space transportation are growing fields under
the FAA (Federal Aviation Administration). A robust decision
support system capable of scaling up with load is required to
address future needs. This paper proposed a novel framework to
route multiple flights with speed constraints in an airspace with
sector capacities affected by weather. First, we adapt traditional
path planning algorithms for a simplified problem. Next, with
additional constraints in the routing problem, we propose a
way to restrict the interference between flights. This allows for
a scalable implementation where the required information for
routing can be sent to the flight, and the computation can be
done on board in small aerial vehicles such as drones. In this
work, we established a method for scalable routing for a large
number of unmanned flights, with some constraints such as a
deadline for the flights and sector capacity for the airspace.

Our future work will aim to generalize the framework by
including additional constraints such as wind speed, and op-
timizing flight paths by proactively adjusting the speed profiles
for each flight depending on the workload in the local region.
We will also evaluate the influence of utility. We plan to relax the
airspace model to allow path overlaps with flights at different
flight altitudes along with different vertical and horizontal veloc-
ities for the flight. These considerations will improve the fidelity
and applicability of the airspace and flight models considered.
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