CASS: Criticality-Aware Standby-Sparing for real-time systems
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\section*{A B S T R A C T}

The standby-sparing (SS) is a promising technique which deploys the dual-processor platform, i.e., one primary processor and one spare processor, to achieve fault tolerance for real-time systems. In the existing SS framework, all applications have their backup copies on the spare processor, but, in practice, not all applications on a system are equally important to the system. Some low critical tasks may be traded off for other system objectives. Motivated by this, in this paper, we integrate the concept of criticality into the SS framework. Such integration enables the SS framework to further reduce energy consumption. We propose an offline approach to determine an energy-efficient frequency for the primary processor. Additionally, as the cluster systems are emerging as the mainstream computing platform, we consider the SS technique on the cluster/island systems and propose an algorithm to determine the energy-efficient algorithm for such systems. We evaluate the proposed approach on synthetic tasks and real-platforms. The experimental results demonstrate the effectiveness of our proposed framework in terms of energy efficiency.

\section*{1. Introduction}

With the rapid development of the transistor technology, a huge amount of transistors are fabricated on a single die to provide high performance. However, as the size of transistors shrinks, the probability that applications suffer from soft error increases \cite{ref1}. Thus, the reliability issue is arising as another design concern for systems, especially for real-time systems which have a stringent real-time constraints to respect. Different approaches were proposed to ensure fault tolerance for real-time systems, such as \cite{ref2, ref3, ref4, ref5, ref6}. Meanwhile, the majority of real-time systems are embedded systems, usually powered by battery, so how to ensure the reliability of the systems in an energy efficient fashion is arising as a new challenge for real-time embedded systems \cite{ref4, ref5, ref6}.

The standby-sparing (SS) technique is a promising approach to ensure fault tolerance by using hardware redundancy while achieving energy efficiency, where the SS architecture has two processors, one primary processor and one spare processor \cite{ref5, ref6}. The execution semantics of the SS is as follows: every task has a main copy on the primary processor which uses dynamic voltage/frequency scaling (DVFS) to save energy, and a backup copy on the spare processor which always executes at maximum frequency for on-time fault recovery. If the main copy completes successfully, i.e., no fault occurred, the corresponding backup copy on the spare processor is canceled to save energy. Otherwise, the backup copy executes to its completion for fault recovery purpose. To effectively balance energy efficiency and fault tolerance, the tasks on the primary processor are scheduled using a real-time scheduling algorithm, such as EDF and RM, but the backup copies on the spare processor are scheduled as late as possible such that they have a high probability to be canceled. More details about SS are discussed in Section 3.2.

All existing SS approaches, like \cite{ref5, ref6}, treat all tasks equally, i.e., they assume that all tasks are of the same importance to the system and need to be recovered from a fault. However, in practice, not all real-time applications are equally important to a system, and are required to be recovered when a transient error occurs. We can see the evidence from other models and systems, such as the imprecise computational model \cite{ref7} and the elastic model \cite{ref8}. Those models either sacrifice quality of service (imprecise model) or performance (throughput in elastic model) to ensure the operation of the whole system under the overloaded situation. Another primary example can be seen in mixed-criticality research \cite{ref9}, where the tasks of higher criticality
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can receive extra execution budgets when they overrun their estimated execution time [10,11]. In contrast, the tasks of lower criticality will instead be stopped when they overrun their estimated execution time [12]. The major goal of mixed-criticality systems is to eliminate the system under-utilization while guaranteeing the temporal correctness of all high-criticality tasks. Recently, Brugge in [13] proposed a model which takes into account fault tolerance and different importance of tasks. All those examples mentioned above show the merit of trading off the functionality/performance of lower critical tasks for effective resource usage while guaranteeing the required functionality.

Inspired by this, we in this paper integrate the criticality concept into the SS technique and propose a Criticality-Aware Standby-Sparing (CASS in short) framework for fault-tolerant real-time systems. For the SS framework, if only critical tasks are recovered when a fault happens, i.e., only critical tasks are scheduled on the spare processor, it can reduce the workload on the spare processor, and as a result more backup copies may be canceled on the spare processor. This will lead to a lower operational frequency of the primary processor as well as less energy consumption of the spare processor. Given that many embedded real-time systems are battery-supplied, prolonging the operational time is definitely a preference. For instance, the unmanned vehicle aerials (UVAs) usually have two types of tasks, flight control tasks and multimedia tasks (e.g., video surveillance). It is evident that flight control tasks would be critical to the whole system and needs to be recovered immediately to guarantee the operation of UVA if any fault occurs. Otherwise, it may lead to severe consequences. On the other hand, multimedia tasks may not have to do fault-recovery, because a blurry/missing image/video will not affect the safety of UVA. Then by only ensuring the fault tolerance of flight control tasks, the operational time of the UVA might be extended.

To reduce energy consumption, the SS framework applies DVFS on the primary processor. The existing SS approaches [5,6] make online decisions to scale up/down the frequency for each task. However, for real-time systems, it is preferred to have a guarantee at design time and also DVFS itself occurs some overhead. Frequently changing frequency will thus undermine the effectiveness of DVFS in terms of energy efficiency. In Section 6, on a real-platform, we evaluate a dynamic DVFS approach comparing with a fixed maximum frequency approach in terms of energy efficiency. We see that the dynamic approach does not show advantages over the maximum frequency one. Therefore, we propose an offline approach to determine the frequency for the primary processor, and not only does this approach work for the CASS framework but also for the SS frameworks. The proposed offline approach can be combined with the existing online approaches to achieve better energy efficiency, where the proposed offline approach can be used to determine the frequency in prior at design time and an effective online approach is deployed at runtime to further reduce energy consumption. Additionally, besides the normal SS platform, we first consider the cluster/island platform for the SS framework, where all processors/cores on the same cluster operate at the same frequency. Due to the high hardware overhead [14,15], the increasing number of multicore systems are implemented based on the clusters/islands. Our detailed contributions in this paper are as follows:

- We integrate the criticality concept into the standby-sparing technique for real-time systems. In order to derive an energy-efficient frequency for the SS at design time, we present an analytical approach to compute the overlap between a job of any task and its corresponding backup copy, because the overlap plays a pivot role in determining the offline frequency of the primary processor.
- We analyze the trade-off relationship between the overlap and energy consumption. Based on our analysis, we derive an algorithm, called CASS (Criticality-Aware Standby-Sparing), to determine the energy efficient frequency for the primary processor;
- We consider the cluster/island platform as the SS platform and present an algorithm, called CASS +, to determine offline frequency for the cluster CASS framework.

Evaluation: We use a flight management system (FMS) [10] as our case study and use synthetic task sets to extensively evaluate the effectiveness of our approach in comparison with an online method [5]. This comparison aims to demonstrate the potential of CASS in terms of energy efficiency. In addition, we implement CASS + on an Intel desktop and use the widely used PARSEC benchmarks [16] to evaluate the effectiveness of CASS +. Experimental results show the effectiveness of CASS and CASS + in terms of energy efficiency.

The remainder of this paper is organized as follows: Section 2 discusses the related work. Section 3 presents some preliminaries including task model, SS technique and power model. Section 4 gives motivational examples to show the advantage of CASS framework over SS framework. Section 5 presents our analysis framework and proposed algorithms. Finally, Section 6 demonstrates the experimental results and Section 7 concludes this paper and discusses the future work.

2. Related work

In [6], Ejjali et al., introduced the standby-sparing (SS) technique to hard-real-time systems. However, they consider non-preemptive scheduling and a task graph with a common deadline. Non-preemptive scheduling is known to be NP-hard in the strong sense even for the uniprocessor [17] whereas we consider preemptive scheduling. Their approach is applicable to periodic tasks which accounts for a big fraction of real-time applications.

In [18], Haque et al. proposed an approach to energy-efficiently use the SS technique for periodic tasks under fixed-priority scheduling. In contrast, in this paper we adopt EDF algorithm [19] which is known to be the optimal algorithm on uniprocessor systems and has a higher utilization bound than fixed-priority scheduling. The work closest to ours is [5], where the same task model and scheduling algorithm are considered. The main difference between ours and [5] is that their approach considers to change operational frequency at the granularity of a task job, i.e., an online/dynamic policy. However, DVFS technique itself occurs considerable overhead [20]. As a consequence, the effectiveness of DVFS may be undermined by frequently varying frequencies. Some experiments on a real-platform show that the dynamic DVFS policy (i.e., changing frequency according to the workload) may not lead to energy efficiency even in comparison with the system always at maximum frequency (see in Section 6). In contrary, our approach will only set a fixed frequency for the processor at design time and this will not cause any overhead at run-time. Additionally, in our work, we integrate the concept of criticality into the SS framework, this means that our approach is more flexible and can leave more space for the primary processor to scale down its frequency in pursuit of more energy saving.

Our work also has some relevance with energy efficient scheduling and mixed-criticality scheduling [21], but they are not as close as the works discussed above. Thus, we do not discuss them here, and we refer interesting readers to two comprehensive surveys, [22] for energy-efficient real-time scheduling and [9] for mixed-criticality systems.

3. Preliminaries

In this section, we introduce the task model, Standby-Sparing technique, and system model.

3.1. Real-time task model

We consider the implicit-deadline periodic real-time task model that has been widely studied in literature, where there is a task set \( T \), including \( n \) tasks. Each task \( r_i \in T \) is characterized by \( r_i = (T_i, C_i, L_i) \). \( T_i \) denotes period and \( C_i \) represents worst-case execution time (WCET),

\[ C_i = \sum_{j=1}^{k_i} \tau_j \]

where \( \tau_j \) is the number of operations of \( r_i \) and \( k_i \) is the number of phases of \( r_i \) in its period. In each phase, \( \tau_j \) operations are executed, taking \( \tau_j \) time units to be completed. If \( \tau_j \leq C_i \), the phase is said to be tight; otherwise, it is said to be slack. Each task is associated with \( C_i \) and \( D_i \) such that \( 0 \leq D_i \leq C_i \). Each task has a deadline of \( D_i \) after which it is considered a hard real-time task as its execution is required to be completed before deadline. The tasks are also divided into two sets: hard tasks and soft tasks. The hard tasks are those that are hard-real-time tasks.

\[ T_{\text{hard}} = \left\{ r_i \mid D_i < C_i \right\}, \quad T_{\text{soft}} = \left\{ r_i \mid D_i = C_i \right\} \]

Hence, each task is characterized by a set of parameters, each of which is described in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_i )</td>
<td>Period</td>
</tr>
<tr>
<td>( C_i )</td>
<td>Worst-case execution time</td>
</tr>
<tr>
<td>( D_i )</td>
<td>Deadline</td>
</tr>
<tr>
<td>( k_i )</td>
<td>Number of phases</td>
</tr>
<tr>
<td>( \tau_j )</td>
<td>Number of operations in each phase</td>
</tr>
</tbody>
</table>

Table 1: Parameters of a task.
estimated at the maximum frequency $f_{\text{max}}$ of the processor. $L_i = \{\text{True, False}\}$ indicates the fault-tolerate requirement. If $L_i$ is true, then it requires a recovery when a fault occurs. Otherwise, $L_i$ is false. In this paper, we consider there are two types of tasks similar to the widely studied dual-criticality systems in mixed-criticality research [9]. For sake of presentation, we call the tasks which need fault recovery FR tasks. The implicit deadline means that the deadline of each task is equal to its period, so we omit deadline parameter in the task specification. With WCET ($C_i$) and period ($T_i$), the utilization of each task $\tau_i$ is defined as $U_i = \frac{C_i}{T_i}$ and the total utilization of task set $\gamma$ is $U = \sum_{i \in \gamma} U_i$.

**Rational behind $L_i$:** $L_i$ is conceptually similar to criticality levels in mixed-criticality (MC) research [9]. The major goal of mixed-criticality systems is to mitigate the under-utilization of safety-critical systems caused by over-provision on the WCETs of high-criticality tasks. In literature, dual-criticality MC systems have two criticality levels, high and low. Highly critical tasks have two WCETs, a smaller one for its normal execution and a larger one for its abnormal execution, where highly critical tasks first are scheduled with their smaller WCET and receive extra execution budgets to complete its execution as something abnormal happens, such as recovery from fault [10]. In contrary, low critical tasks only have one WCET and they will not receive any extra budget to complete their execution when any abnormal situation happens to them. This reflects the possibility that not all tasks need to have a fault-tolerate mechanism and motivates us to apply this paradigm to have our CASS framework. The main difference between the well-studied mixed-criticality model and the model considered in this paper is that we do not consider the varying WCET of each task, which is the special feature of mixed-criticality systems.

3.2. Standby-sparing technique

Different from the fault-tolerant approaches based on the software techniques, such as re-execution/ roll-back [23], the motivation of the SS technique is to utilize hardware-redundancy to guarantee fault-tolerance while reducing energy consumption. As in the literature, the SS technique is mainly used for transient fault. All tasks are scheduled on the primary processor, and the backup copies of tasks are scheduled on the spare processor. If a task completes successfully, then its corresponding backup on the spare processor will be canceled to save energy consumption. Otherwise, the backup copy will be scheduled to its completion to support fault recovery. To guarantee the fast execution of the backup tasks, the spare processor always operates at the maximum frequency. Therefore, the goal of the existing SS approaches strives to minimize the overlap between tasks and their backup copies such that energy consumption of the spare processor can be reduced. However, as we observe that minimizing overlap strategy applied in [5,6] does not lead to the minimal energy consumption, in some cases, we could trade off the overlap for the lower operational frequency of the primary processor, which compensates the increased energy consumption of the spare processor and thus leads to a more energy efficient system. An example is given in Section 5 to demonstrate this possible tradeoff. Like other literature considering SS techniques, we only consider the transient fault in this work.

The scheduling algorithms is an important factor for the SS framework to ensure reliability and reduce energy consumption. In this paper, similar to [5], to minimize the overlap, all tasks on the primary processor are scheduled under earliest deadline first (EDF) algorithm [19], whereas all backup copies of tasks on the spare processor are scheduled under earliest deadline as late as possible (EDL) algorithm [24]. EDF algorithm is known to be optimal on uniprocessor systems and EDL is another version of early deadline scheduling algorithm [24]. For both algorithms, we use the same tiebreak policy when two or more tasks have the same deadline. The task with a larger period is scheduled first and the task with smaller task ID is given higher priority in the case of having the same period. We select this tiebreak policy for the purpose of reducing the overlap and it does not affect the scheduling performance on uniprocessor systems [25].

3.3. System model

For power consumption of processors, we deploy the widely used power model [15,22,26]

$$P = af^b + s,$$

(1)

where $a$ and $b \in [2, 3]$ are both hardware-related parameters. The first part of Eq. (1) denotes the dynamic power consumption which accounts for power consumption due to execution activity and is frequency-related. $s$ denotes the leakage/static power which is not related to frequency and is consumed as soon as the processor is switched on.

It is known that due to the presence of leakage power consumption it is not beneficial to scale down the operational frequency below a certain frequency level, because it may lead to even more energy consumption. Such frequency level is called critical frequency, denoted as $f_{\text{crit}}$.

With Eq. (1), we can compute energy consumption of a task set within a hyper-period. Hyper-period is the least common multiple of periods of all tasks, denoted as $hp$. Since every hyper-period repeats the same schedule, we compute energy consumption of task set $\gamma$ over one hyper-period. The total energy consumption is the summation of energy consumption of the primary processor and the spare processor.

$$E = E_p + E_s$$

(2)

where $E_p$ and $E_s$ are energy consumption of the primary processor and the spare processor, respectively. They are computed as follows:

$$E_p = hp \left(a \times f_{\text{max}} \times \sum_{\gamma_{i \in \gamma \cap F}} \frac{C_i}{T_i} + s\right)$$

$$= hp(a \times f_{\text{max}} \times f_{\text{min}}^{-1} \times U + s)$$

(3)

$$E_s = a \times f_{\text{max}} \times \sum_{\gamma_{i \in \gamma \cap F}} \sum_{\gamma_{j \in \gamma \cap F}} O_{\gamma_{i,j}}^s + s \times hp$$

(4)

$\gamma_{FT}$ is the set of all FR tasks. $\sum_{\gamma_{i \in \gamma \cap F}} \sum_{\gamma_{j \in \gamma \cap F}} O_{\gamma_{i,j}}^s$ denotes the total overlap of FR tasks within a hyper-period.

4. Motivational example

In this section, we present two motivational examples to show the advantages of the CASS framework over the SS framework in terms of energy efficiency.

4.1. Real-life benchmarks

We implement the SS technique on Ubuntu 16.04 of a desktop with Intel i7-8700 CPU of 6 cores and 16GB memory and the maximum frequency of each core is 3.2 GhZ. Likwid-powermeter tool [27] is used to measure the energy consumption from the experimental desktop. CPU1 is used as the primary processor and CPU2 is used as the spare processor. In addition, to prevent the interference on the primary or spare processor, we fix the cpu affinity of likwid-powermeter to CPU3. We select two benchmarks, freqmine and facesim from the widely used PARSEC benchmark suite [16] for the illustrative purpose, where both benchmarks are compiled with ‘gcc-serial’, i.e., a single thread executable is generated. Then, the benchmarks are executed with ‘simlarge’ input data. More details about compilation and execution of PARSEC can be found in [16]. WCETs are estimated according to the real measurement on the experimental platform with some additional overhead. The WCETs of freqmine and facesim are 5 s and 27 s, respectively, and we assign a period of 30s and 50s to them respectively. The parameters of these two benchmarks are given in Table 1. The total utilization of these
two applications is 70.6%. In addition, we set benchmark faceSim’s L to False, i.e., in the CASS framework, benchmark faceSim is not executed on the spare core.

We measure the energy consumption of both approaches for an interval of 150 s which is the hyperperiod of the two benchmarks. In this example, we test two DVFS mechanisms, one is the fixed frequency approach (considered in this paper), denoted as ‘Max’ in Table 2, where we fix the system’s frequency to the maximum frequency. Another method considered is a ‘dynamic’ approach, i.e., the frequency changes according to the utilization, similar to the approach presented in [18]. In this example, we deploy Ubuntu’s default ‘ondemand’ policy to emulate this online approach [28]. Experimental results are summarized in Table 2, where SS and CASS denotes the traditional SS technique and the criticality aware SS proposed in this paper, respectively.

We see from the results that if only FR task freqSim is scheduled on the spare processor, energy consumption can be reduced by 604.92 Joule and 556.94 Joule, for ‘dynamic’ and ‘Max’ approach, respectively. That is more than 20% energy saving. This shows a significant reduction on energy consumption. Moreover, we see that even executing at the maximum frequency does not consume a lot more energy than the dynamic approach, even in no criticality case, the fixed frequency consumes less energy than the dynamic case. This inspires us to find an offline approach to determine an energy-efficient and fixed frequency for the CASS framework.

### 4.2. Illustrative example

The real platform example shows the potential of the CASS technique in terms of energy consumption. However, due to the limitation of the new Intel CPU, under ‘userspace’ mode, all cores’ frequencies are set as the same. Thus, it cannot show how the CASS save energy consumption by scaling the primary processor’s frequency. By only scheduling FR tasks on the spare processor, the system is able to cancel more backup copies and leaves more room for the primary processor to scale down its frequency, thereby reducing more energy consumption. In this section, we use an illustrative example to show this.

Given a task set shown in Table 3, there are two tasks where: task A is low critical and needs no fault recovery, while task B is a critical task and thus has a backup copy upon the spare processor. Power parameters and frequency levels used in this example are from an ARM Cortex A15 core measured in [26]. Note that as indicated in [15], the critical frequency \( f_{crt} \) of Cortex A15 is not observed within range [1200 MHz, 2000 MHz], this means that the operational frequency can be scaled down as much as possible once the deadlines can be guaranteed.

First, we show how tasks executes in the SS framework, i.e., all tasks have backup copies on the spare processor. In this case, to save energy consumption, the objective is to minimize the overlap between tasks on the primary processor and their corresponding backups on the spare processor such that the execution of backup copies can be canceled as early as possible. In this example, the schedule of task A and B within a hyper-period 100 ms derived by using the existing approach [5] is given in Fig. 1, where “Overlap” denotes the overlap execution on the spare processor when there is no fault. It can be seen that there exists overlap even as the primary processor operates at the maximum frequency of 2GHz, so the operational frequency of the primary processor will not be scaled down. The total overlap is 20 ms.

In contrast, if we only have the FR task on the spare processor shown in Fig. 1, the advantage is evident. Since there is no overlap and the spare processor does not consume dynamic power, the primary processor can scale down its frequency to 1.6 GHz while not violating deadline constraints. Energy consumption is reduced due to the lower frequency. Energy consumption of the two approaches is summarized in Table 5. We see that CASS saves energy consumption over SS by 36%. This example shows how the CASS framework utilizes the advantages of fewer FR tasks on the spare processors to scale down the frequency of the primary processors for better energy efficiency.

### 5. The proposed approach

The preceding section shows the benefit of the CASS framework. In this section, we address the key issue in this framework, i.e., determining a proper frequency for the primary processor.

The frequency selection of the primary processor is determined by two factors: (1) the total utilization of the primary processor: on uniprocessor systems, the processor can scale down its frequency as long as the total utilization is smaller than or equal to 1 under EDF scheduling. Thus, the total utilization plays an essential role in determining the frequency; and (2) the total overlap of FR tasks: the previous approaches [6,18] always strive to minimize the overlap between tasks and their backup copies. However, in some cases, increasing the overlap on the spare processor may have the primary processor scaled down its frequency further which as a result saves energy consumption of the whole system. Let us see from the following example.

**Example 1.** Suppose that we have a task with \( C = 25s \) (obtained at maximum frequency) and \( T = 50s \). It is not difficult to see that the main job on the primary processor and the spare job on the spare processor should not have any overlap if they execute at the maximum frequency under EDF and EDL scheduling algorithms, respectively, but any lower frequencies will generate overlap. Therefore, according to the conventional rule of the SS framework, the frequency of the primary processor then should be fixed at the maximum frequency. In this case, considering the power parameters shown in Table 4, the energy consumption in this scenario is 34.0 mJ, here we only compute the dynamic power consumption because the static power consumption will be the same for both cases. However, if the operational frequency of the primary processor is scaled down from 2000 MHz to 1600 MHz. The overlap is now 6 s, but the energy consumption is 31.6 mJ which is less than the minimal overlap case. Details about this example is given in Table 6.
(a) Schedule in the SS framework

(b) Schedule in the CASS framework

Fig. 1. Motivational example.

Table 5

<table>
<thead>
<tr>
<th></th>
<th>Primary</th>
<th>Spare</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS</td>
<td>124.3mj</td>
<td>42.7mj</td>
<td>167mj</td>
</tr>
<tr>
<td>CASS</td>
<td>91.2mj</td>
<td>15.5mj</td>
<td>106.7mj</td>
</tr>
</tbody>
</table>

Table 6

The example shows that the minimal overlap does not lead to the least energy consumption in some cases.

From Example 1, it is seen that minimizing the overlap does not lead to the minimal energy consumption. To determine the most energy-efficient frequency based on the overlap, we need to precisely compute the overlap of each task such that the desired frequency can be determined. In addition, in contrast to the previous approaches, our approach is an offline approach which can avoid the frequency scaling overhead while guaranteeing the hard real-time constraints.

To compute the overlap, we need to know the finish time and start time of a task on the primary and the spare processor, respectively.

5.1. Finish time on the primary processor

The primary processor uses EDF scheduling to schedule tasks and EDF scheduling is a dynamic-priority and work-conserving scheduling algorithm. The work-conserving property of a real-time scheduling algorithm means that the processor cannot be idle if there is a task pending for execution. When we have a closed system, i.e., all tasks are known in advance, we can compute the finish time of each task in the schedule directly. However, there is no existing way to compute the finish time, so in this section we present an approach.

To compute the finish time of a job under EDF scheduling, except the given parameters of all tasks, we also need to know the idle interval in the schedule. In [24], Chetto and Chetto proposed an iterative approach to compute idle intervals within a hyper-period. Their approach first computes an arrival time vector \( \tilde{e} = \{ e_0, e_1, \ldots, e_y \} \) with \( e_y < e_{y+1} \), \( e_0 = 0 \) and \( e_y = h \), where \( e_y \in \tilde{e} \) denotes a distinct arrival time from task set \( \gamma \). The approach to compute the idle interval is not presented here, and interested readers are referred to [24]. We use \( \Omega(e_y) \) to denote the total length of idle intervals before \( e_y \). With the computed idle time, we can compute the finish time of a job under EDF scheduling.

Lemma 1. Using EDF scheduling, given a task set \( \gamma \), one task \( \tau_i \in \gamma \) and one absolute deadline \( e_s \in \tilde{e} \), the finish time of the job of \( \tau_i \) scheduled with deadline at \( e_s \) is computed by the following:

\[
F_j(e_s) = \sum_{j=1}^{n} \left( \frac{e_j}{T_j} \right) C_j \left( \sum_{\forall v \in \vec{v}(e_s)} C_v \right) + \Omega(e_s - T_i)
\]

where \( \vec{v}(e_s) \) denotes all tasks which have an absolute deadline at \( e_s \) but a smaller period or a larger task id when they have the same period as task \( \tau_i \).

Proof. Let \( J \) be the job of task \( \tau_i \) with deadline at \( e_s \). First, \( \lceil e_s / T \rceil \) computes how many jobs task \( \tau_j \) has completed before \( e_s \). Thus, \( \sum_{\forall v \in \vec{v}(e_s)} C_v \) denotes the total workload with deadline before or at \( e_s \). Hence, it may happen that multiple tasks have the same deadline at \( e_s \). Then with the tiebreaker policy explained in Section 3.2, tasks pertaining to \( \vec{v}(e_s) \) must be scheduled after the job of task \( \tau_j \), so we need to remove these workload, i.e., \( \sum_{\forall v \in \vec{v}(e_s)} C_v \). Moreover, idle times affect the finish time of job \( J \) as well. Due to the work-conserving property, the processor cannot be idle if there is a task pending. If a job is released, it must proceed to its completion without idle. Thus, we just need to consider the idle time happened before the release of job \( J \). Since we consider the implicit deadline task model, \( e_s - T \) denotes the release time of job \( J \) and \( \Omega(e_s - T_i) \) denotes the idle time occurs before \( e_s \).

Taking into account all these, by using Eq. (5), the finish time of job \( J \) of task \( \tau_i \) with deadline at \( e_s \) can be obtained. \( \square \)

If the idle times and the arrival times of a task set is known, all finish times of all tasks within a hyper-period under EDF scheduling can be computed by using Lemma 1.

5.2. Start time on the spare processor

Lemma 1 helps us determine the finish times of all tasks within a hyper-period on the primary processor under EDF scheduling. To compute the overlap of a task, we also need to know the start time of the corresponding task on the spare processor. In this section, we present the way to compute the start time of a task under EDF algorithm.

In EDF scheduling, all jobs are dispatched as late as possible. Thus, as indicated in [24], different from EDF scheduling, idle times in EDF scheduling immediately follow arrival times. Taking into account this fact and the feature of EDF scheduling, we can compute the start time of jobs under EDF scheduling by the following lemma:

Lemma 2. Using EDF scheduling, given a task set \( \gamma \), a task \( \tau_i \in \gamma \) and one absolute deadline \( e_s \in \tilde{e} \), the latest start time of the job of \( \tau_i \) with deadline at \( e_s \) is computed by the following:

\[
R_i(e_s) = \Omega(e_s) + \sum_{j=1}^{n} \left( \frac{e_j}{T_j} \right) C_j \left( \sum_{\forall v \in \vec{v}(e_s)} C_v \right)
\]

where \( \vec{v}(e_s) \) denotes all tasks which have an absolute deadline at \( e_s \) but a smaller period or a larger task id when they have the same period as task \( \tau_i \).

Proof. The proof is similar to the one of Lemma 1. The main difference comes from idle times \( \Omega(e_s) \). In EDF scheduling, idle times immediately
follow arrival times. Therefore, to compute the start time of \( \tau_i \) with deadline \( e_{\tau_i} \), all idle times before \( e_{\tau_i} \) should be taken into account.

If the idle times and the arrival times of a task set is known, all start times of all tasks within a hyper-period under EDL scheduling can be computed by using Lemma 2.

### 5.3. Overlap

With Lemmas 1 and 2, we can compute the overlap between any job of a task on the primary processor and its corresponding backup copy on the spare processor.

**Theorem 1.** Given a task set \( \gamma \) and a job of task \( \tau_i \) with deadline at \( e_{\tau_i} \), the overlap between the job on the primary processor and its corresponding backup copy on the spare processor can be computed as follows:

\[
O_i(e_{\tau_i}) = F_i(e_{\tau_i}) - R_i(e_{\tau_i})
\]

where

\[
O_i(e_{\tau_i}) = \begin{cases} 
0 & \text{no overlap} \\
> 0 & \text{there is overlap}
\end{cases}
\]

**Proof.** It is evident from Lemmas 1 and 2.

### 5.4. Energy-efficient frequency

By using Theorem 1, we could analytically compute the overlap for the CASS systems. In previous literature, the main objective of the SS framework is to minimize the overlap between the main job and its backup. However, as we showed in Example 1, it is seen that actually minimizing overlap does not always lead to the minimal energy consumption. In some cases, overlaps can be traded off for lower energy consumption. Then, a naive approach to find the energy efficient frequency could try the all possible frequencies, and everytime compute the new overlap. However, this approach is computationally expensive if the hyperperiod is large and there are many tasks in a taskset.

In this section, based on Theorem 1, we present a simple way to check whether scaling down the frequency of the primary processor leads to lower energy consumption for the whole system. For compactness of presentation, let \( [I]_I = \max(0, I) \). \([I]_I \) is used to determine the overlap length for computing energy consumption. When \( I \leq 0 \) and \( [I]_I = 0 \), there is no overlap. On the other hand, if \( I > 0 \) and \( [I]_I = I \), there is an overlap consuming energy.

**Proposition 1.** Given a task set \( \gamma \), \( {f_n} \) leads to more energy-efficiency if the following holds

\[
\left( \frac{f_n}{f_{\max}} \right)^{a-1} < 1 + \frac{[O_{\max}]_0 - [O_{\gamma}]_0}{U_i \times hp}
\]

where \( O_{\max} \) denotes the total overlap when the primary processor executes at maximum frequency. \( O_{\gamma} \) denotes the total overlap obtained at frequency \( f_n \).

**Proof.** If the primary processor executes at maximum frequency, it has:

\[
E_{\max} = a \cdot f_{\max} \cdot U_i \cdot hp + a \cdot f_{\max} \cdot [O_{\max}]_0
\]

Here, we omit the static power consumption, because they remain the same even if we change the frequency.

If the primary processor scales down its frequency to \( f_n \) \(< f_{\max} \), it has:

\[
E_n = a \cdot f_n \cdot U_i \cdot hp \left( \frac{f_n}{f_{\max}} \right) + a \cdot f_{\max} \cdot [O_{\gamma}]_0
\]

where \( O_{\gamma} \geq O_{\max} \) denotes the new overlap. Then, if \( E_n < E_{\max} \), frequency \( f_n \) is more energy efficient.

\[
a \cdot f_n \cdot U_i \cdot hp \left( \frac{f_n}{f_{\max}} \right) + a \cdot f_{\max} \cdot [O_{\gamma}]_0 < a \cdot f_{\max} \cdot U_i \cdot hp + a \cdot f_{\max} \cdot [O_{\max}]_0
\]

(By removing \( a \))

\[
\Rightarrow f_n^b \left( \frac{U_i}{f_{\max}} \right) hp \left( \frac{f_n}{f_{\max}} \right) + f_{\max}^b [O_{\gamma}]_0 < f_{\max}^b \cdot U_i \cdot hp + f_{\max}^b [O_{\max}]_0
\]

(By dividing \( f_{\max} \) at both sides)

\[
\Rightarrow f_n^{b-1} U_i \cdot hp + f_{\max}^{b-1} [O_{\gamma}]_0 < f_{\max}^{b-1} \cdot U_i \cdot hp + f_{\max}^{b-1} [O_{\max}]_0
\]

\[
\Rightarrow f_n^{b-1} U_i \cdot hp < f_{\max}^{b-1} (U_i \cdot hp + [O_{\max}]_0 - [O_{\gamma}]_0)
\]

(Since \( U_i \cdot hp \) and \( f_{\max} \) are positive)

\[
\Rightarrow f_n^{b-1} < 1 + \frac{[O_{\max}]_0 - [O_{\gamma}]_0}{U_i \times hp}
\]

**□**

Proposition 1 provides a simple way to determine whether a frequency is energy-efficient when comparing to the maximum frequency, but we still need to compute the new overlap at the new frequency every-time. On the SS platform, the frequency of the spare processor is fixed at the maximum frequency, and this means that the start times of backup copies are fixed. The frequency variation of the primary processor only affect the finish times of the tasks. Therefore, we can use the following proposition to compute the new overlap based on the overlap obtained at the maximum frequency.

**Proposition 2.** Given the total overlap \( O_{\max} \) obtained at maximum frequency, if the primary processor could be scaled down to frequency \( f_n \) without violating deadline constraints, the total overlap \( O_n \), at frequency \( f_n \), can be computed as follows:

\[
O_n = U_i \cdot hp \left( \frac{f_{\max}}{f_n} - 1 \right) + O_{\max}
\]

**Proof.** Since the backup jobs on the spare processor are always executed at the maximum frequency, their starting time under EDL scheduling algorithm is fixed. On the primary processor, frequency scaling does not change tasks’ scheduling order due to the unchanged deadline, but it does delay the finish time of each task. \( U_i \cdot hp \left( \frac{f_{\max}}{f_n} - 1 \right) \) denotes the total increased workload by scaling down the operational frequency to \( f_n \) on the primary processor. The scaling-down frequency leads to a longer overlap which are caused by the increased workload. Thus, the new overlap under frequency \( f_n \) can be computed by Eq. (9). **□**

With Proposition 2, we analyze the different cases in Proposition 1.

- \( O_{\max} < 0 \) and \( O_{\gamma} \leq 0 \): This case denotes that even scaling down the frequency to \( f_n \) does not generate overlap, then in this case we scale down frequency as low as possible since the frequency can guarantee the deadline constraints.
- \( O_{\max} < 0 \) and \( O_{\gamma} > 0 \): This case denotes that scaling down frequency to \( f_n \) generates some overlap, then in this case we have

\[
\left( \frac{f_n}{f_{\max}} \right)^{b-1} < 1 + \frac{[O_{\max}]_0 - [O_{\gamma}]_0}{U_i \times hp}
\]

\[
\Rightarrow \left( \frac{f_n}{f_{\max}} \right)^{b-1} < 1 - \frac{O_{\gamma}}{U_i \times hp}
\]

\[
\Rightarrow \left( \frac{f_n}{f_{\max}} \right)^{b-1} < 1 - \frac{U_i \cdot hp \left( \frac{f_{\max}}{f_n} - 1 \right) + O_{\max}}{U_i \times hp}
\]

\[
\Rightarrow \left( \frac{f_n}{f_{\max}} \right)^{b-1} < 2 - \frac{f_{\max}}{f_n} - \frac{O_{\max}}{U_i \times hp}
\]
• $O_{\text{max}} \geq 0$ and $O_q > 0$: This case denotes that before scaling down, there already exists overlap, then we have

\[
\frac{f_n}{f_{\text{max}}}^{b-1} < 1 + \left[\frac{O_{\text{max}}}{O_q} - \frac{O_q}{U_f \times hf}\right]
\]

\[
\Rightarrow \frac{f_n}{f_{\text{max}}}^{b-1} < 1 + \frac{O_{\text{max}} - O_q}{U_f \times hf}
\]

\[
\Rightarrow \frac{f_n}{f_{\text{max}}}^{b-1} < 2 - \frac{O_{\text{max}}}{f_n}
\]  

(11)

From the above analysis, if we know $O_{\text{max}}$, it is easy to check whether the frequency satisfies the metric according to different cases.

5.5. Proposed algorithm

With the analysis given in the previous section, we present an algorithm to determine the proper frequency for the primary processor, namely Criticality-Aware Standby-Sparing (CASS).

The pseudo code of CASS is presented in Algorithm 1. CASS simply uses the analysis results obtained from Proposition 1 and takes the frequency as the operational frequency which satisfies Proposition 1 and causes the biggest difference between two sides of inequality (8). We select the frequency which can have the biggest difference at the two sides, because it leads to the most energy saving.

**Complexity analysis:** The complexity of CASS is determined by the complexity of computing $O_{\text{max}}$ or the frequency levels a processor supports. Computing the $O_{\text{max}}$ is dependent on the number of tasks and the length of hyperperiod. When it comes to the hyper-period, the computational complexity in the worst-case is pseudo-polynomial [31], so Algorithm 1 has a pseudo-polynomial complexity in the worst-case.

5.6. CASS on cluster systems

Nowadays, the increasingly number of hardware systems are implemented as a cluster/island system, i.e., several processors are on the same voltage/frequency cluster/island to reduce the hardware overhead caused by the per-core power/frequency regulator [14,15], and the processors on the same cluster/island operates at the same frequency. The traditional SS technique always assumes that the platform supports the per-core DVFS and the spare processor always executes at the maximum frequency, but as we show in Example 1 the minimum overlap does not necessarily lead to the minimum energy consumption. This observation may be also applicable in the cluster system, and thus scaling down the frequency of the spare processor may still have an energy-efficient system. In this section, we investigate how to determine an energy-efficient frequency for the CASS where both primary and spare processors are on the same cluster.

On the per-core DVFS systems, we can have the primary processor operate at a proper frequency for energy efficiency and the spare processor always at the maximum frequency. Thus, as soon as the tasks scheduled on the spare processor is known, their start times are fixed. Then, scaling down the frequency of the primary processor just causes the delayed finish times of tasks on the primary processor, so we can compute the new overlap according to the overlap obtained at the maximum frequency and the new frequency (Proposition 2).

However, for the cluster systems, the start times of tasks on the spare processor are changed along with the scaling-down of the primary processor, so both start times and finish times need to be recalculated. Therefore, Proposition 1 is not applicable anymore. In this case we present a new algorithm, namely CASS+, for the CASS on the cluster system.

The pseudo code of CASS+ is presented in Algorithm 2. The fundamental concept behind this algorithm is to check whether the increased overlap will lead to lower energy consumption of the whole system. It starts with the maximum frequency, computes the energy consumption of the system, and gradually scales down the operational frequency to see whether energy consumption reduces. Then, it returns the frequency having the least energy consumption as the operational frequency of the cluster system. Note that we only consider the frequency level which is greater than criticality frequency $f_{\text{crit}}$. If it finds a frequency leads to higher energy consumption, it will skip all frequencies lower than this one.

**Complexity analysis:** Usually, for a processor, the frequency levels it supports are very limited, and let $m$ denote the number of frequency levels greater than $f_{\text{crit}}$. For the second for-loop, the maximum size of $T_{FR}$ is equal to the size of task set $T$. However, for the third for-loop, it depends on the hyper-period, as shown in previous work [31], the computational complexity in the worst-case is pseudo-polynomial. Therefore, in the worst-case, Algorithm 2 has pseudo-polynomial complexity.

6. Evaluation

In this section, we evaluate our proposed approaches CASS and CASS+ in terms of energy-efficiency. This evaluation is mainly to show the potential of the CASS framework in terms of energy efficiency. It can be considered as an effort toward more energy efficiency in the SS
framework by trading off the fault tolerant capability of some low critical tasks.

This evaluation includes three parts, a case study, synthetic task evaluation and real-platform evaluation. In the case study, we use a Flight Management System (FMS) application which has been used in the research of mixed-criticality systems [32]. Then, we extensively evaluate the effectiveness of our approach by using synthetic task sets. For these evaluations, we use the power parameters given in Table 4 of Section 4, and additionally we take an existing online approach [5], namely CCSPT for comparison. This comparison is to demonstrate the potential of the CASS framework in terms of energy efficiency. Some existing offline approaches can be combined with our proposed approach to achieve better energy efficiency. We compare our approach with the reference approach with different parameter settings, detailed in Section 6.2. The metric used is the energy saving from our approach, which is computed by the following equation,

\[ Saving = \frac{E_{ref} - E_{wac}}{E_{ref}} \times 100\% \]

### 6.1 Case study

FMS application is an avionic use-case, which conforms to the standard of DO-178B in avionic industry and is a typical example of the system with different critical applications [10]. This case study only consists of a subset of original tasks in FMS, and all task parameters are given in Table 7. FMS has two types of tasks, high or low criticality. In [10], only high-criticality tasks have the fault-recovery mechanism, (i.e., re-execution), whereas low-criticality tasks do not recover from fault. This is similar to the scenario we consider, so we map high-criticality tasks to FR tasks and low-criticality tasks to normal tasks. Note that in [32], they only gave a range of WCET for each task. In this evaluation, for FR tasks, we select the upper bound of the range as their WCET, and for normal tasks we select a mean value from the range as their WCETs.

We compare our approach with CCSPT in terms of energy efficiency. CCSPT uses a per-task frequency scaling and decides the operational frequency based on the slack which the system has upon the task arrival. However, frequency scaling occurs considerable overhead [20], as we measured on ODROID Xu3 board, the scaling-up and scaling-down of Cortex A15 core costs at most 40 ms and 60 ms, respectively. This may significantly affect the applicability of CCSPT, so, in this comparison, we consider one reference approach without any overhead and another reference approach with overhead of 40 ms. In order to guarantee the schedulability of tasks, we slightly modify CCSPT for the second reference approach to ensure the real-time guarantee will not be violated when scaling frequency with overhead.

Moreover, since CCSPT also utilizes the dynamic slack generated by tasks which finish earlier than their WCETs. To evaluate this scenario, we assign a fixed slack ratio to all tasks, assuming that the real execution times of each task are equal to \( C_i \times (1 - \text{slack ratio}) \). Then based on the real execution time, CCSPT computes the frequency for each task. Note that we consider the slack scenario with frequency scaling overhead.

The experimental results are summarized in Table 8, where CCSPT denotes the original CCSPT approach without overhead and SX_O denotes a setting with slack ratio X% and scaling overhead. In this experiment, we consider four slack ratios (0, 10%, 20%, 30%). Comparing to CCSPT, the advantage of our approach is that we have fewer backup copies on the spare processor, thus leading to a lower frequency of the primary processor with lower energy consumption. When there is no slack, our approach can save energy consumption by 30% regardless of the presence of scaling overhead (CCSPT and S0_O). The rational behind is that the task set has relatively high utilization of 0.78, so CCSPT will not scale its frequency quite often with the objective of minimizing overlap. Therefore, we see that even taking into account the overhead, the energy saving is almost the same. Then, in our approach, because of fewer backup copies on the spare processor and a better objective (not minimizing overlap), our approach achieves a great energy saving. We see that with the increased slack ratio, the energy saving from our approach reduces as well, because for CCSPT they find more space to do scaling for each job. This trend is very intuitive, but it is worth noting that our approach always takes the worst case into account. Our approach also can deploy some on-line slack reclamation technique, but we leave it for the future consideration.

### 6.2 Synthetic task sets

To extensively evaluate the effectiveness of our approach, we vary the task parameters to generate diverse synthetic task sets. The task generator is based on the widely-used UUnifast [33] which is used to generate unbiased task utilization. It takes as inputs the number of tasks \( n \) and the total utilization \( U \) and generates individual utilization \( u_i \) for \( n \) tasks. The generation procedure is summarized as follows:

- For each task, utilization \( u_i \) is generated using UUnifast;
- Period \( T_j \) is uniformly generated from range \([100\text{ ms}, 1000\text{ ms}]\);  
- \( C_i \) is computed as \( C_i = u_i \cdot T_j \); and
- Let \( pc \in (0, 1) \) denote the possibility whether the generated task is a FR task.

In this experiment, we vary the total utilization \( U \), the task number and the pc value to generate task sets with different parameter settings. This task generation configuration is widely used in the evaluation of mixed-criticality scheduling algorithms [9]. One experimental results are summarized in Figs. 2–4.

In each figure, we vary \( U \) from 0.5 to 0.95 with a step of 0.05 and generate 1000 task sets for each given \( U \). The task number and pc vary. We consider four reference approaches similar to those in the case study, and the slack ratio is selected from \([0, 10\%, 20\%]\). From Fig. 2, we see:

- the line of CCSPT overlaps the one of S0_O, because the objective of CCSPT is to minimize the overlap between the main task and its backup, so when there is no slack it significantly limits the possibility to scale down the frequency. Since the frequency does not change frequently, no scaling overhead affect results;
- when \( U \) increases to 0.8, the saving from CCSPT and S0_O do not decrease too much after that. This is because that when utilization

### Table 7

<table>
<thead>
<tr>
<th>Parameters of FMS application.</th>
<th>( r )</th>
<th>( r_1 )</th>
<th>( r_2 )</th>
<th>( r_3 )</th>
<th>( r_4 )</th>
<th>( r_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>5000</td>
<td>2000</td>
<td>1000</td>
<td>1600</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>C</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>FR</td>
<td>True</td>
<td>True</td>
<td>True</td>
<td>True</td>
<td>True</td>
<td>True</td>
</tr>
</tbody>
</table>


### Table 8

<table>
<thead>
<tr>
<th>Experimental results of FMS.</th>
<th>Different Reference approaches</th>
<th>Energy Saving</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCSPT</td>
<td></td>
<td>30.3%</td>
</tr>
<tr>
<td>S0_O</td>
<td></td>
<td>30.3%</td>
</tr>
<tr>
<td>SX_O</td>
<td></td>
<td>22.6%</td>
</tr>
<tr>
<td>S20_O</td>
<td></td>
<td>12.9%</td>
</tr>
<tr>
<td>SX_O</td>
<td></td>
<td>0.5%</td>
</tr>
</tbody>
</table>

1 Note that this overhead is measured based on the cluster architecture, because ODROID Xu-3 only supports cluster frequency scaling. In addition, our timestamp measurement also occurs some overhead.
Table 9
Selected PARSEC benchmarks and their measured execution times.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Measured execution time</th>
</tr>
</thead>
<tbody>
<tr>
<td>blackholes</td>
<td>3s</td>
</tr>
<tr>
<td>bodytrack</td>
<td>10s</td>
</tr>
<tr>
<td>facesim</td>
<td>27s</td>
</tr>
<tr>
<td>ferret</td>
<td>12s</td>
</tr>
<tr>
<td>freqmine</td>
<td>5s</td>
</tr>
<tr>
<td>streamcluster</td>
<td>14s</td>
</tr>
<tr>
<td>vips</td>
<td>8s</td>
</tr>
<tr>
<td>x264</td>
<td>20s</td>
</tr>
</tbody>
</table>

Fig. 2. Task number 7 and \( pc = 0.5 \).

Fig. 3. Task number 5 and \( pc = 0.5 \).

Fig. 4. Task number 7 and \( pc = 0.7 \).

6.3. Real-platform

The case study and the synthetic task sets evaluate the effectiveness of the CASS framework in terms of energy efficiency. In this section, we evaluate CASS on a real platform with real benchmarks. The platform used is a desktop with Intel i7-8700 CPU of 6 cores and 16GB memory and the maximum frequency of each core is 3.2GHz and the operating system is Ubuntu 16.04 with kernel version 4.15.0. We schedule PARSEC benchmark suite [16] on the experimental platform, but we only select several representative benchmarks (they have different execution time). All benchmarks are compiled with ‘gcc-serial’, i.e., a single thread executable is generated and are fed with ‘simlarge’ input data. The selected benchmarks and their measured execution times are given in Table 9. Likwid-powermeter tool [27] is used to measure the energy consumption from the experimental desktop. CPU1 is used as the primary processor and CPU2 is used as the spare processor. In addition, to prevent the interference on the primary or spare processors, we fix the cpu affinity of likwid-powermeter to CPU3.

We setup this experimental as follows:

- We randomly select two benchmarks from the selected set, and assign a period to two benchmarks such that the total utilization of the two benchmarks is equal to an expected utilization;
- We always select the benchmark with smaller utilization as the highly critical task;
- We measure energy consumption of the whole systems within one hyper-period using likwid-powermeter;
- We repeat the experiment for 10 times and compute the average energy consumption for the selected task set.

We consider both criticality aware (CASS) and non-criticality scenarios (SS). We use ‘ondemand governor’ in Linux as the online approach which dynamically changes CPU frequency in accordance to CPU utilization. The following are the approaches evaluated for comparison in this experiment. Note that in this evaluation we take into account the Intel turbo boost [34] which is very similar to a race-to-idle approach [35]:

- We randomly select two benchmarks from the selected set, and assign a period to two benchmarks such that the total utilization of the two benchmarks is equal to an expected utilization;
- We always select the benchmark with smaller utilization as the highly critical task;
- We measure energy consumption of the whole systems within one hyper-period using likwid-powermeter;
- We repeat the experiment for 10 times and compute the average energy consumption for the selected task set.

- We consider both criticality aware (CASS) and non-criticality scenarios (SS). We use ‘ondemand governor’ in Linux as the online approach which dynamically changes CPU frequency in accordance to CPU utilization. The following are the approaches evaluated for comparison in this experiment. Note that in this evaluation we take into account the Intel turbo boost [34] which is very similar to a race-to-idle approach [35]:
Table 10
Experimental results on the real platform.

<table>
<thead>
<tr>
<th>Utilization</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmarks</td>
<td>blackscholes &amp; vips</td>
<td>freqmine &amp; facesim</td>
<td>bodytrack &amp; blackscholes</td>
<td>streamcluster &amp; x264</td>
</tr>
<tr>
<td>Approach</td>
<td>SS</td>
<td>CASS</td>
<td>SS</td>
<td>CASS</td>
</tr>
<tr>
<td>ondemand w/ t</td>
<td>953.5J</td>
<td>993.5J</td>
<td>2817.2J</td>
<td>2481.8J</td>
</tr>
<tr>
<td>ondemand wo t</td>
<td>781.9J</td>
<td>777.3J</td>
<td>2420.2J</td>
<td>2391.6J</td>
</tr>
<tr>
<td>fixed max freq</td>
<td>802.1J</td>
<td>777.3J</td>
<td>2398.4J</td>
<td>2033.3J</td>
</tr>
<tr>
<td>CASS+</td>
<td>695.368</td>
<td>1782.7J</td>
<td>1738.2J</td>
<td>4392.3J</td>
</tr>
</tbody>
</table>

- ondemand without turbo boost: CPU frequency changes according to the CPU workload [28], and in this setting, turbo boost feature is off;
- ondemand with turbo boost: also use 'ondemand' policy but turbo boost feature is on;
- fixed max frequency: in this setting, we fix the operational frequency to the maximum frequency;
- CASS+ frequency: we use CASS+ algorithm to find a fixed frequency for the system.

All the experimental results are summarized in Table 10, where four groups of benchmarks are formed, representing four different utilizations, 0.6, 0.7, 0.8, 0.9. From the experimental results, we observe the following:

- As reported in [34], Turbo boost is not an energy-efficient policy. For the SS technique, it shows the same trend. This may indicate that the race-to-idle approach is not a good way to achieve energy efficiency in SS framework. It is seen that in the worst case of streamcluster & x264 with turbo boost feature consumes more energy consumption by 28%:
- The online approach does not lead to energy efficiency even in comparison with 'fixed max frequency'. In freqmine & facesim and bodytrack & blackscholes, the online approach even consumes more energy than the maximum frequency. This can serve as an evidence that in some cases the dynamic approach may be not a good choice for periodic real-time systems to achieve energy efficiency;
- CASS+ finds an energy-efficient frequency for all cases. In the best case of bodytrack & blackscholes, CASS+ can save energy consumption by 15%.

From the real platform results, we find that the cluster system can be used to provide an energy-efficient platform for the SS technique.

7. Conclusions

In this paper, inspired by mixed-criticality systems, we present the CASS framework which integrates the concept of criticalities into the SS framework. The novel CASS framework can achieve more energy efficiency by trading off the fault tolerance of some lower critical tasks. In addition, in contrast to the existing SS techniques which use an online approach to determine the energy-efficient frequency for the primary processor, we propose an offline approach to determine the operational frequency. This offline approach can mitigate the overhead due to the frequent scaling. In addition, we consider the cluster systems for the SS framework and present an algorithm to determine the operational frequency for the cluster systems. We use a case study, synthetic task sets and real benchmarks on a real-platform to evaluate our proposed approaches.

Reliability management of real-time systems has attracted increasing attention, and in this paper we introduce the criticality concept to the SS framework. This work is the first attempt to investigate the trade-off between the fault tolerance ability of low critical tasks and energy efficiency the whole system. The future work can be done in the combination of our proposed offline approach and the existing online approach to achieve the ultimate energy efficiency. Moreover, the heterogeneous systems are gradually replacing homogeneous systems as the major computing systems, so it would be an interesting problem to investigate how to implement the CASS on the heterogeneous systems, like [36].
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